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Abstract

With recent increases in computational power, environmental sound understanding has

become more feasible. Researchers intend to develop automated systems that can identify

every possible sound in a given environment, from the sound of glass breaking to the crying

of children. One of the most important tasks in this field is sound event detection (SED),

which is the task of detecting the beginning and the end of sound events and labeling them.

Sound events include a wide range of phenomena that vary widely in acoustic characteristics,

duration, and volume, such as the sound of glass breaking, typing on a keyboard, knocking on

doors, and human speech. This diversity of targets makes SED challenging. Though recent

advances in machine learning techniques have improved the performance of SED systems,

various problems remain to be solved.

This thesis addresses three problems that affect the performance of monophonic, poly-

phonic, and anomalous SED systems. The first is how to different types of signals can be

used in combination, to extend the range of detectable sound events. The second is how to

model the duration of sound events, which is among the most important characteristics, to

improve polyphonic SED performance. The third is how to model normal environments, in

which no anomalous sound events occur, to improve the performance of anomalous SED

systems.

As a part of the work in developing a life-logging system, this work focuses on the use

of multi-modal signals to extend the range of detectable sound events into the area of com-
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mon human activities. The key to realizing these applications is finding ways to associate

different types of signals to detect variety of human activities. First two deep neural network

(DNN)-based fusion methods using multi-modal signals are proposed for this associative

goal. Then, a large database of human activities recorded under realistic conditions is created

for testing the performance of the proposed methods. Furthermore, to address the problem

of model individuality, which degrades system performance, speaker adaptation techniques

from the field of automatic speech recognition are introduced. Experimental results using

the constructed database demonstrate that the use of multi-modal signals is effective, and

that speaker adaptation techniques can improve performance, especially when using only a

limited amount of training data.

To improve the performance of polyphonic SED systems, this work focuses on modeling

the duration of sound events. To do this, a novel hybrid approach using duration-controlled

long short-term memory (LSTM) is proposed, which builds upon a state-of-the-art SED

method that performs frame-by-frame detection using a bidirectional LSTM recurrent neural

network (BLSTM) by incorporating a duration-controlled modeling technique based on a

hidden Markov model (HMM) or a hidden semi-Markov model (HSMM). The proposed ap-

proach makes it possible to model the duration of each sound event precisely and to perform

sequence-by-sequence detection without needing thresholding. Furthermore, to effectively

reduce insertion errors, post-processing method using binary masks is also introduced. This

post-processing step uses a sound activity detection (SAD) network to identify segments for

activity indicating any sound event. Experimental evaluation with the DCASE2016 task2

dataset demonstrates that the proposed method outperforms conventional polyphonic SED

methods, proving that sound event duration is effectively modeled for polyphonic SED.

The key to successful anomalous SED is in finding a method for modeling the normal

acoustic environment. This modeling is performed conventionally in the acoustic feature
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domain, but this results in a lack of information about temporal structure like the phase

of the sounds. To address this issue, a new anomalous detection method based on WaveNet,

which is an autoregressive convolutional neural network that directly models acoustic signals

in the time domain, is proposed. The proposed method uses WaveNet as a predictor rather

than as a generator to detect waveform segments that are responsible for large prediction

errors as unknown acoustic patterns. Furthermore, to consider differences in environmental

situations, i-vector is utilized as an additional auxiliary feature of WaveNet. The i-vector

extractor should allow the system to discriminate the sound patterns, depending on the time,

location, and surrounding environment. Experimental evaluation with a database of sounds

recorded in public spaces shows that the proposed method outperforms conventional feature-

based approaches, and that time-domain modeling in conjunction with the i-vector extractor

is effective for anomalous SED.





1 Introduction

1.1 Background

Humans encounter many kinds of sounds in daily life, such as speech, music, the singing

of birds, and keyboard typing. Over the past several decades, the main targets of acous-

tic research have been speech and music, while other sounds have generally been treated

as background noise. Recently, with the improvement of machine learning techniques, au-

tomated systems can identify a wider range of sounds in an environment. Understanding

environmental sound is challenging because if the goal is to understand every possible sound

in a given environment. This task includes acoustic scene classification, sound event detec-

tion, and audio tagging. Several contests have been held in recent years, including CLEAR

AED [1], TRECVID MED [2], and the DCASE Challenge [3–6]. Moreover, several datasets

have been developed for the purpose of such research, such as urban sound datasets [7], and

AudioSet [8].

One of the most exciting tasks in this field is sound event detection (SED), which involves

the detection of the beginning and the end of sound events, along with indetifying their type.

SED has many applications such as retrieval from multimedia databases [9], life-logging [10,

11], automatic control of devices in smart homes [12], and surveillance systems [13–15].

SED tasks can be divided into three categories, monophonic, polyphonic, and anomalous,

depending on the scenario represented by the environment. In monophonic SED, the types

of sound events to be detected are predefined and the maximum number of simultaneously
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active sound events is assumed to be one. Since sound events include a wide range of phe-

nomena, which vary widely in their acoustic characteristics, duration, and volume, correctly

detecting and identifying these sound events is a challenging task even if in the case of

monophonic scenarios.

On the other hand, polyphonic SED involves any number of simultaneously active sound

events. Polyphonic SED is more realistic than monophonic SED because several sound

events are likely to co-occur in any real environment. This is even more difficult than mono-

phonic SED, due to the overlapping of multiple sound events.

In contrast to monophonic and polyphonic SED, anomalous SED is to detect sound events

that stand out from a particular context, such as the sound of screaming or gunshots in public

spaces. Since anomalous sound event data is difficult to collect, anomalous SED systems are

generally designed to function in an unsupervised manner.

Each of the above SED techniques can be applied in various scenarios, and each has great

potential in various applications. However, the current level of the performance is still insuf-

ficient for practical applications. There is still much room for improvement, so each type of

scenario requires a range of problems to be addressed to achieve acceptable performance.

1.2 Scope of this Thesis

This thesis addresses three problems that limit the performance of monophonic, poly-

phonic, and anomalous SED systems. The first is how to combine different kinds of signals

from wearable sensors in order to extend the range of detectable sound events. The second

is how to model the duration of sound events to improve polyphonic SED performance. And

the third is how to model normal environments, in which no anomalous sound events occur,

to improve the performance of anomalous SED systems. In this section, each problem is

briefly introduced.
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1.2.1 Human activity recognition based on deep neural network using

multi-modal signals

Toward the development of a life-logging system, this work focuses on the use of multi-

modal signals recorded under realistic conditions so that sound events related to common

human activities can be detected, including discrete sound events like door closing along

with sounds related to more-extended human activities like cooking. The key to realizing

these applications is finding associations between different types of signals that facilitate the

detection of various human activities. Below, two deep neural network (DNN)-based fusion

methods are proposed to join with multi-modal signals together. Then, a large-scale database

of human activities recorded in the real world is created for testing the performance of the

proposed methods. Furthermore, to address the problem of model individuality, speaker

adaptation techniques used in the field of automatic speech recognition are introduced. Ex-

perimental evaluation with the constructed database demonstrates that the use of multi-modal

signals is effective, and that speaker adaptation techniques can improve performance, espe-

cially when only a limited amount of training data is used.

1.2.2 Polyphonic SED based on duration modeling

In order to improve polyphonic SED performance, this work focuses on modeling the

duration of sound events, which is one of the most important characteristics that distin-

guishes different kinds of events. A new hybrid approach using duration-controlled long

short-term memory (LSTM) is proposed, which builds upon a state-of-the-art SED method

that performs frame-by-frame detection using a bidirectional LSTM recurrent neural net-

work (BLSTM). This method incorporates a duration-controlled modeling technique based

on a hidden Markov model (HMM) or a hidden semi-Markov model (HSMM). The pro-
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posed approach makes it possible to model the duration of each sound event precisely and to

perform sequence-by-sequence detection without the need for thresholding, as is required in

conventional frame-by-frame methods. Furthermore, to effectively reduce insertion errors,

which often occur under noisy conditions, a post-processing method based on binary masks

is also introduced, which relies on a sound activity detection (SAD) network to identify seg-

ments with any sound event activity. Experimental evaluation with the DCASE2016 task2

dataset demonstrates that the proposed method outperforms conventional polyphonic SED

methods, suggesting that modeling sound event duration is effective for polyphonic SED.

1.2.3 Anomalous SED based on direct waveform modeling

This work focuses on the problem of modeling normal acoustic environments to facilitate

anomalous SED. Such modeling is performed conventionally in the acoustic feature domain

because acoustic signals have high sampling rates and non-stationarity that make them hard

to treat directly in the time domain. However, this modeling approach excludes temporal

information like the phase of the signal. Therefore, if such structures can be modeled in

the time domain, detection performance should be improved. To do this, a new anomalous

SED method is proposed based on WaveNet [16]. WaveNet is a generative model based

on an auto-regressive convolutional neural network (CNN) that can generate human speech

using random sampling. The proposed method uses WaveNet as a predictor rather than as

a generator to detect the waveform segments responsible for the large prediction errors as

unknown acoustic patterns. Furthermore, to take differences in environmental situations into

consideration, i-vector is used as an additional auxiliary feature of WaveNet, which has been

utilized in the field of speaker verification. This i-vector extractor will enable discrimination

of the sound patterns, depending on the time, location, and surrounding environment. Exper-

imental evaluation using a database recorded in public spaces demonstrate that the proposed
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method outperforms conventional feature-based approaches, and that modeling in the time

domain in conjunction with the i-vector extractor is effective for anomalous SED.

1.3 Relationship with RWDC

For the success of a commercial application, real-world data must be collected and be uti-

lized continuously. This process includes feedback from end users along with the analysis

and application of that data for new products and services. This process of circulating data

from acquisition, to analysis, and to implementation is known as real-world data circulation

(RWDC) [17]. This thesis introduces the concept of RWDC and discusses each work in

terms of RWDC. This thesis also describes that how the developed tool for human activity

recognition can be used to foster RWDC, how the analysis of data during research on poly-

phonic SED inspires a new method based on duration modeling, and how outputs from the

research on anomalous SED can be used to improve the performance of polyphonic SED

systems.

1.4 Thesis Overview

The thesis is organized as follows. In Chapter 2, environmental sound understanding and

its applications are discussed. In Chapter 3, a human activity recognition based on a deep

neural network using multi-modal signals is described. Chapter 4 discusses polyphonic SED

based on a duration controlled model. In Chapter 5, a method for anomalous SED based on

waveform modeling is proposed. In Chapter 6, the relationship with RWDC is discussed.

Finally, in Chapter 7, the contributions of this thesis are summarized and future work is

discussed.





2 Environmental Sound Understanding

and its Applications

The field of environmental sound understanding includes various research topics that have

great potential across a range of applications. This chapter focuses on the four main tasks

in environmental sound understanding, describing the definition of each problem and each

task’s applications. The relationship between these tasks is then discussed in terms of two

criteria: the length of the reference time and the degree of identification. Moreover, various

techniques used to achieve each task are reviewed.

2.1 Introduction

Humans are always surrounded by a variety of sounds, such as speech, music, the chirping

of birds, keyboard typing, and traffic noise. Even when these sounds occur simultaneously,

human beings can select which sound to pay attention and can usually identify it and deter-

mine where it is coming from. This phenomenon is called the cocktail party effect [18–20].

Many researchers have studied this human ability and have attempted to replicate it with

computational machines, a field known as computational auditory scene analysis (CASA),

and various techniques have been proposed since the 1990s [21–25]. These studies have

mainly focused on speech or music, but not other types of sounds, and therefore, the scope

of CASA’s applications is limited.
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With the development of more powerful machine learning techniques and the availabil-

ity of increasing computational power, the field of environmental sound understanding has

emerged, the goal of which is to understand the whole range of environmental sounds. The

wide range of target sounds means that many applications are possible, such as life-logging,

multimedia retrieval, indexing, and surveillance. Several challenges have been held for en-

vironmental sound understanding, such as CLEAR AED [1], TRECVID MED [2], and the

DCASE Challenge [3–6]. Furthermore, several datasets have been developed, including ur-

ban sound datasets [7] and AudioSet [8].

Typical tasks in the field of environmental sound understanding include acoustic scene

classification (ASC), sound event detection (SED), audio tagging, and anomalous sound

event detection (anomalous SED). According to Oishi [26], these tasks can be categorized

using two axes: the length of the reference time and the degree of identification. These axes

are shown in Fig. 2.1, where the length of the reference time represents the amount of time

that can be attributed to recognized targets, and the degree of identification represents the

precision with which the target sound is specified. If the reference time is short, the system

can detect or recognize sounds within a short frame of time, such as during voice activity

detection (VAD) [27]. If the length of the reference time is long, this means that the sys-

tem identifies sounds based on the characteristics of a longer signal, such as during speaker

recognition [28]. On the other hand, if the degree of identification is high, the system recog-

nizes sounds that are an exact match to the reference sound. If the degree of identification

is low, the system simply identifies sounds that share characteristics in common with target

sound events.

This chapter introduces the definitions and techniques associated with each task, as well

as the applications for these tasks. Sections 2.2, 2.3, 2.4, and 2.5 describe the problem

definitions, techniques and applications of ASC, SED, audio tagging and anomalous SED,
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Figure 2.1: Relative positions of each task in the field of environmental sound understanding.
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Figure 2.2: Overview of an acoustic scene classification system.

respectively. Finally, this chapter is summarized in Section 2.6.

2.2 Acoustic Scene Classification

ASC classifies a recorded signal into one of several predefined classes that describe the

environment in which the signal was recorded, such as an office, a beach, or a cafe. An

overview of a typical ASC system is shown in Fig. 2.2. ASC techniques can be applied

for indexing media content for retrieval [9] and automatic mode-switching [29] for context-

aware robots [30]. Even if the location where the signal was recorded is the same, the

components included in the recorded signal can vary widely, e.g., a quiet day at the office

versus a very busy day at the office. Therefore, the degree of identification for this task
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is low and it is necessary to use statistics of relatively long-term signals to represent the

global characteristics of the environment. In this respect, ASC is related to music genre

classification [31, 32] and speaker recognition [28, 33]. However, fixed-length signals (e.g.

30 seconds) are often prepared as training data for ASC, but speaker recognition systems

must deal with data segments that contain speech of various lengths.

One of the most used approaches to ASC is the bag-of-words algorithm [34, 35]. This ap-

proach extracts various fixed-dimension features such as the Mel frequency cepstrum coeffi-

cients (MFCCs) from each frame, and then uses them to create a histogram using a codebook

created by vector quantization. Finally, a classifier, such as support vector machine (SVM),

or a generative model, such as a Gaussian mixture model (GMM), is trained using the his-

togram as the input. Another common approach is majority voting [36], which performs

frame-wise classification, and then tabulates the results to decide the final output class.

Inspired by studies in the field of speaker recognition [33], i-vector extraction has also

been utilized for ASC [37, 38]. Since i-vector contains information related to speaker char-

acteristics and recording conditions, as in the case of speaker recognition, it is expected that

i-vectors can also capture the global characteristics of acoustic scenes.

More recently, inspired by the success achieved in the field of image recognition using con-

volutional neural networks (CNN) [39–42], many researchers have utilized CNN for ASC

with promising results [43–45]. Since sequences of acoustic features can be rendered as 2D

images, CNN models can be applied to ASC in the same manner as they are used for im-

age recognition. While previous ASC studies utilized hand-crafted features such as MFCCs,

studies using CNNs have generally focused on low-level features such as spectrogram or log

Mel-filter banks, due to the exceptional performance of CNNs as feature extractors. Some

studies have returned accurate classifications even when raw waveforms are used directly as

the input [46, 47]. CNN approaches require a large amount of training data to achieve accu-
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Figure 2.3: Overview of an sound event detection system.

rate classification. Thus, the development of data augmentation methods that can increase

the volume of training data artificially has become a focus of research in this field [48, 49].

2.3 Sound Event Detection

SED is the task of detecting the start and the end time and labeling predefined sound

events. An overview of an SED system is shown in Fig. 2.3. The main difference between

ASC and SED is that SED systems attempt to classify sound events and to detect their start

and end times. Furthermore, while the classes used for ASC are mutually exclusive, SED

can be used to identify overlapping sound events. Moreover, SED is generally focused on

the identification of particular sound events, rather than the identification broader acoustic

environments. SED has many applications, such as retrieval from multimedia databases [9],

life-logging [10, 11], automatic control of devices in smart homes [12], and surveillance
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systems [13–15]. The degree of identification depends on the user’s definition of what repre-

sents a sound event, but the length of the reference time tends to be short because the system

detects single-sound events within long acoustic signals. Therefore, local and global features

are relevant to SED.

SED can be divided into two basic types: monophonic and polyphonic. For monophonic

SED, sound events are predefined and the maximum number of simultaneously active sound

events is assumed to be one. Since sound events include a wide range of sounds, that vary in

acoustic characteristics, duration, and volume, correctly detecting and identifying them is a

challenging task, even in the case of monophonic SED. In polyphonic SED, there can be any

number of simultaneously active sound events. Polyphonic SED is a more realistic task than

monophonic SED because several sound events usually occur simultaneously in real-world

situations, but polyphonic SED is much more difficult than monophonic SED.

The most typical method for SED is a hidden Markov model (HMM), where the emis-

sion probability distribution is represented by GMM (GMM-HMM), using MFCCs as fea-

tures [50, 51]. In the GMM-HMM approach, each sound event, as well as the periods of

silence between events, is modeled by an HMM, and the maximum likelihood path is de-

termined using the Viterbi algorithm. This approach typically achieves only limited per-

formance, however, and it also requires heuristics like the number of simultaneously active

events.

Another approach is the use of non-negative matrix factorization (NMF) [52–55], in which

a dictionary of basis vectors is learned by decomposing the spectrum of each single-sound

event into the product of a basis matrix and an activation matrix, and then combining the

basis matrices of all the sound events. The activation matrix for testing is estimated using

the combined basis vector dictionary, and is then used either for estimating sound event

activations or as a feature vector that is passed on to a classifier. These NMF-based methods
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can achieve good performance, but they do not take correlations in the time direction into

account, instead performing frame-by-frame processing. As a result, the prediction results

lack temporal stability so that extensive post-processing is needed. The optimal number of

bases for each sound event also must be identified.

More recently, methods based on neural networks have been developed, which have also

achieved good SED performance [56–62]. A single network is typically trained to solve a

multi-label classification problem involving polyphonic SED. Some studies [57, 59, 60, 62]

have also utilized recurrent neural networks (RNN), which consider correlations in the time

direction. Although these approaches achieve good performance, they must still perform

frame-by-frame detection and they do explicitly model the duration of the output label se-

quence. Additionally, threshold values for the actual outputs need to be determined carefully

to return the best performance.

The SED methods described above are trained using ground-truth data that represents the

precise start and end timestamp of each sound event. However, such precise ground truth data

is difficult to prepare, even with a human labeling a recording, especially in the case of real

world recordings. To address this issue, the use of weakly-labeled data has been explored

recently. Weakly-labeled data contains only information about the existence and order of

each sound event. In other words, it does not contain detailed time stamp information. Some

studies [63, 64] have tackled this challenging problem using convolutional recurrent neural

networks (CRNN), however, the performance is still much worse than methods that use

ground-truth data with precise time stamp information.

Another problem related to SED is how target events should be defined. Although this def-

inition is highly dependent on the type of application, limiting the range of targets to discrete

sound events alone is insufficient for tasks like life-logging, which requires the identification

of common human activities, and one activity may generate many different sounds. Thus,
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Figure 2.4: Overview of an audio tagging system.

another signal should be used as additional information since the activities monitored by a

life-logging systems involve sound and also motion. In the field of human activity recogni-

tion (HAR), which is related to SED, acceleration signals have been used to recognize human

activities like walking, running, and climbing stairs [65–68]. Other studies [69–71] have uti-

lized multi-modal signals recorded with acceleration sensors, gyro sensors, microphones,

geomagnetic sensors to recognize more complex activities.

2.4 Audio Tagging

Audio tagging is the detection all the predefined sound events included in a short acoustic

signal, generally 10 seconds long. In other words, audio tagging is a multi-label classification

problem that can be though of a simpler version of polyphonic SED, in that it identifies sound

events but does not perform timestamp estimation. An overview of an audio tagging system
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is shown in Fig. 2.4. Audio tagging can be used for applications such as the indexing of

movie clips for retrieval [9] and life-logging [10,11]. Since there is no timestamp information

in the ground-truth data, audio tagging systems need to consider the entire audio sequence

to detect sound events. Hence, the reference time is relatively long.

One typical audio tagging approach is to train a binary classifier for each sound event. One

study created bag-of-words using a sequence of frame-wise features and then trained classi-

fiers, such as SVM and Boosting, for each sound event using the bag-of-words features [72].

Another study trained a pair of GMMs with MFCCs for each sound event, so that one GMM

modeled the probability that the event was present in the signal, and the other modeled the

probability of the event’s absence [73]. A score is then calculated using the log-likelihood

ratio for each trained GMM.

Another approach to audio logging is based on the use of a neural network to perform

multi-label classification [74, 75]. In these studies, a single neural network with a sigmoid

function as the activation function of the output layer is trained to solve the multi-label

classification problem. In [74], a CNN with constant-Q transform features was applied for

audio tagging. Another study [75] utilized representation learning by employing a de-noising

auto encoder (DAE) to extract bottle-neck features.

2.5 Anomalous Sound Event Detection

Anomalous SED is the task of detecting the start and the end times of anomalous sound

events that do not appear in the training data. An overview of an anomalous SED system is

shown in Fig. 2.5. The length of the reference time for anomalous SED is the shortest of the

SED tasks, however, the degree of identification is low because the anomalous sound event

is generally not predefined. Thus, it is necessary to build the system in an unsupervised man-

ner. Note that anomalous SED is closely related to acoustic novelty detection and acoustic



2.5. Anomalous Sound Event Detection 17

Figure 2.5: Overview of an anomalous sound event detection system.

anomaly detection.

One typical approach to anomalous SED is change-point detection [76–78], which in-

volves the comparison of a model of the current time segment with that of a previous time

segment and calculating the dissimilarity score. Highly dissimilar comparison results are

then used to identify anomalies.

Another approach is outlier detection [79–81], which models an environment’s normal

sound patterns, and then detects patterns which do not correspond to the normal model,

identifying them as anomalies. These normal patterns are those patterns that appear in the

training data. Typically, a GMM or a one-class SVM with acoustic features, such as MFCCs,

is used [82, 83].

Thanks to recent advances in deep learning, neural network based methods for anoma-

lous SED have been attracting attention [84–86]. An auto-encoder (AE) or long short-term

memory recurrent neural network (LSTM-RNN) can be trained using only normal scene

data. The AE encodes the inputs as latent features and then decodes them as original inputs,

and LSTM-RNN predicts the next input from the previous input sequence. Using a trained
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model, reconstruction errors between the observations and predictions are calculated, and

high-error patterns are identified as anomalies. Although these methods have achieved good

performance, it is difficult to model acoustic patterns directly in the time domain due to the

highly non-stationary nature and the high sampling rates, so feature vectors extracted from

audio signals are typically used instead.

2.6 Summary

This chapter provided an overview of the field of environmental sound understanding and

its applications. Four major tasks that researchers have focused on in the field of environ-

mental sound understanding were also introduced, and various techniques that have been

used to perform each task were reviewed.

Recent advances in machine learning have improved capacity for performing each of these

tasks, but the level of performance that will be needed for practical applications remains

to be found. There is still much room for improvement and problems encountered when

performing each of these tasks will need to be resolved to further enhance performance.



3 Human Activity Recognition based on

Deep Neural Network Using

Multi-modal Signals

This chapter describes human activity recognition based deep neural network using multi-

modal signals. Toward the development of a life-logging system, this work focuses on the

use of multi-modal signals recorded under realistic conditions so that sound events related to

common human activities can be detected, including discrete sound events like door closing

along with sounds related to more-extended human activities like cooking. The key to realiz-

ing these applications is finding associations between different types of signals that facilitate

the detection of various human activities. Below, two deep neural network (DNN)-based

fusion methods are proposed to join with multi-modal signals together. Then, a large-scale

database of human activities recorded in the real world is created for testing the performance

of the proposed methods. This database consists of over 1,400 hours of data including both

the outdoor and indoor daily activities of 19 subjects under practical conditions. Further-

more, to address the problem of model individuality, speaker adaptation techniques used

in the field of automatic speech recognition are introduced. Experimental evaluation using

the constructed database demonstrate that the use of multi-modal signals is effective, and

that speaker adaptation techniques can improve performance, especially when using only a

limited amount of training data.
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3.1 Introduction

The goal of human activity recognition (HAR) system is to identify human activities from

observed signals. These systems have great potential in various applications such as life

logging [87], monitoring the elderly [88], detection of wandering behavior in dementia

patients [89], health care [10, 90], and control systems in automated “smart homes” (light

switches, climate control, etc.) [12, 91] The mass marketing of electronic devices with sens-

ing capabilities has made it possible to easily acquire various types of signals which can be

used to identify the human activity, and as a result, the field of HAR has been attracting more

attention.

HAR can be divided into two main categories: environmental augmentation approach and

wearable sensing approach. The first approach, environmental augmentation, utilizes infor-

mation collected with sensors embedded in an environment to recognize subjects’ activities.

In the field of computer vision, cameras have been utilized to detect subjects’ physical ac-

tivities [92, 93], or to understand group activities [94, 95]. On the other hand, in the field of

environmental sound understanding, microphones have been utilized to identify sound events

such as phone ringing, typing on a keyboard, and human speech [51, 55]. These approaches

allow recognition of various types of activities, however, there is a limitation of installation

location. Furthermore, the use of cameras may subjects uncomfortable due to lack of pri-

vacy. Another approach of environmental augmentation is based on the use of ubiquitous

sensors such as radio frequency identifier (RFID) tags and switch sensors [96–99]. In these

approaches, with the embedding small sensors to all of the objects in a room, the system

can not only detect the use of objects such as a knife, spoon, and cups but also recognize

complicated human activities such as making coffee, taking a medicine and washing dishes.

However, they require the embedding of many sensors, making it very costly.

The second approach, wearable sensing, utilizes information collected with wearable sen-
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sors attached to a subject’s body to recognize activities, especially which have characteristic

motion or sound. Compared to the environmental augmentation approach, wearable sensor

approaches generally involve much lower costs because it does not require the embedding

of many sensors. One of the most typical approaches is based on the acceleration signals

recorded with wearable devices to recognize the activities such as walking, running, cycling,

and going up (or down) the stairs [65–68]. However, it is difficult to recognize the com-

plicated activities including the use of objects. To address this issue, some studies have

combined various type of sensors such as an acceleration sensor, gyro sensor, microphone,

geomagnetic sensor [69–71].

Recently, with the improvements in deep learning and the advent of public benchmarking

datasets [100,101], neural network based approaches to HAR in wearable sensing have been

proposed. In the study [102], feed-forward neural networks with human-designed features

have been utilized, outperforming conventional classification methods such as support vector

machine (SVM). Other studies have utilized deep convolutional networks to extract features

from observed signals, and long short-term memory (LSTM) recurrent neural networks to

capture the temporal dependencies between activities, achieving great performance without

the use of human-designed features [103, 104]. However, these approaches were evaluated

using a huge database which was recorded in a sensory-rich environment, with subjects

who attached many sensors to their bodies. The performance under the practical situation,

where only limited sensors or a limited amount of data are available, has not been evaluated.

Moreover, a realistic HAR system must be able to handle unknown subjects with only a small

amount of subject-specific data. Therefore, it is also necessary to evaluate the performance

under these conditions.

In this work, toward the development of the monitoring system for life-logging (Fig. 3.1),

two deep neural network (DNN)-based fusion methods with multi-modal signals are pro-
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Figure 3.1: Overview of the target life-logging system. The system uses a smartphone to con-

tinuously record environmental sound and acceleration signals, and sends these signals to a

server. In the server, the subject’s current activity is automatically recognized by an activity

recognition model, and then recognition results are then sent to the subject’s smartphone.

The subjects can not only view their activity history but also send feedback to improve the

recognition performance.
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posed and then a large-scale human activity database is created for testing the performance

of the proposed methods. The database consists of over 1,400 hours of data including both

the outdoor and indoor daily activities of 19 subjects under practical conditions. Further-

more, the problem of model individuality is addressed, which results in degradation of per-

formance when a model constructed for a particular subject is used to attempt to classify the

activities of another individual. To do this, speaker adaptation techniques used in the field of

automatic speech recognition are introduced. Experimental evaluation using the constructed

database demonstrate that the use of multi-modal signals is effective, and that speaker adap-

tation techniques can improve performance, especially when using only a limited amount of

training data.

The rest of this chapter is organized as follows: Section 3.2 describes the construction of

the human activity database. Section 3.3 describes the proposed fusion methods and their

adaptation methods. Section 3.4 describes the design of the experiment and evaluate the

performance of the proposed methods. Finally, this chapter is summarized in Section 3.5.

3.2 Nagoya-COI Daily Activity Database

This section describes the construction of Nagoya center of innovation (Nagoya-COI)

daily activity database.

3.2.1 Recording condition

The outline of recording condition of daily activity is shown in Table 3.1, and the equip-

ment of subject is shown in Fig. 3.2. An accelerated signal is recorded with a smartphone

put in a pocket of the rear of the subject’s trousers, and an environmental sound signal and

a video are recorded with a small video camera attached to the subject’s shoulder. The
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Figure 3.2: Recording equipment worn by subjects. Note that the video camera is only for

data annotation purposes and is not part of the target system.

Table 3.1: Data recording conditions.

Number of subject 1 (long-term) + 18 (short-term)

Recoding environment one-room studio apartment

Instruction Lead well-regulated life

Triaxial acceleration signals (200 Hz)

Recorded signals Environmental sound signal (16k Hz)

Video (1280×720, 29.97 fps)
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recording environment is a one-room studio apartment. Note that it is an apartment with a

kitchen/dining area and a separate bedroom. Subjects can freely live in the room, however,

they were asked to lead a well-regularized life so that a variety of activity data from each

subject could be obtained. In other words, subjects were encouraged to avoid sleeping all

day, watching excessive amounts of television, etc. And in order to prevent recording errors,

subjects were asked not to go outside alone, but to let an assistant accompany them to help

record their outdoor activities.

3.2.2 Recorded data

1,400 hours of data including both indoor and outdoor activities are recorded. Then, 300

hours of indoor activity data are annotated, and two types of datasets are constructed: 1)

long-term, single subject data of 48 hours in length, 2) short-term, multiple subject data with

a total length of 250 hours. The sampling rates of the recorded acceleration signals and

environmental sound signals were 200 Hz and 16,000 Hz, respectively. The frame rate of

the recorded video was 29.97 fps and resolution was 1, 280 × 720. The video and environ-

mental sound signals were synchronized, but the acceleration signals were not synchronized

because a different recording device was used. Therefore, these signals are synchronized

using recording time information from the video and the time stamp information of the ac-

celeration signal. Note that the time stamp information was recorded every sampling, and

therefore, it has enough time resolution to synchronize.

3.2.3 Annotation

Three people independently annotated the recorded signals using the recorded video and

the ELAN annotation tool [105]. After that, another person checked the annotation. Activity
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Table 3.2: Recorded daily activities.

Activity name Length [min] Activity name Length [min]

Others 3,879 Cleaning 188

Sleeping 2,731 Writing 150

Note-PC 2,252 Cleaning bath 107

Smartphone 1,959 Calling 104

Watching TV 1,873 Tablet 86

Cooking 1,827 Light meal 85

Eating 908 Drying clothes 75

Clearing table 679 Washing 36

Reading 476 Waking 30

Toilet 310 Monologue 5

Tooth brushing 214 Taking a bath 958
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Figure 3.3: Annotation with ELAN.

tags used in the annotation and total duration lengths of the individual tag are shown in Table

2. Total 21 tags are used to represent daily activities, and an “Other” tag is used to represent

when a subject’s activity could not be determined from the video. All of the activities of the

subjects are tagged, which could be determined from the recorded video. When recording the

activity of “Sleeping”, the subject wore only the smartphone and the camera placed on the

bedside desk. Similarly, when recording the activity of “Taking a bath”, the subject removed

all equipment but the equipment was placed in the bathroom and continued recording. There

were also situations when subjects conducted multiple activities simultaneously (e.g., eating

lunch while watching TV). In these situations, two types of annotations are used: a primary

tag to represent the main activity and a secondary tag to represent a sub-activity. In this study,

it is assumed that the activity started first was the primary, and that simultaneous activities

initiated later were secondary. Finally, to simplify the evaluation experiment, the signals are
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divided according to their tags, and then they are cut into samples of one minute in length.

3.3 Daily Activity Recognition Model

In this section, deep neural network (DNN)-based daily activity recognition model and its

adaptation methods are described.

3.3.1 Pre-processing and feature extraction

The acceleration signals recorded using a smartphone included pulsive noise signal which

were not related to actual movement, and sometimes the signals lacked consecutive samples,

which were likely caused by inadequate smartphone processor performance. Because these

factors had a negative influence on the analysis of the data, a median filter is applied to re-

move pulsive noise signal and spline interpolation are performed to project signals which

were missing during sampling as pre-processing procedures. After pre-processing, the envi-

ronmental sound signal and the acceleration signal are divided into synchronous frames of

equal duration, and extracted the features from each frame. Frame size and shift size were

both 1 second. Three features are extracted from each environmental sound signal frame:

1) Mel Frequency Cepstral Coefficients (MFCC) + Power + ∆ + ∆∆, 2) Root Mean Square

(RMS) and 3) Zero-Crossing Rate (ZCR). Finally, 41-dimensional acoustic features for each

frame are obtained. MFCC is a feature which reflects human aural characteristics and is

often used for speech recognition, and its effectiveness has also been confirmed in acoustic

event detection [51]. RMS and ZCR represent volume and pitch, respectively. Then, the

following five features are extracted from each acceleration signal using the X, Y, and Z axes

of each frame: mean, variance, energy, entropy in the frequency domain, and correlation

coefficients, where mean and variance are defined as the mean and variance of the raw accel-
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(a) Ensemble model.

(b) Integrated model.

Figure 3.4: Proposed DNN activity classifier.



303 Human Activity Recognition based on Deep Neural Network Using Multi-modal Signals

eration signal. The mean represents the orientation of the smartphone, and is closely related

to the user’s posture. For example, suppose that the smartphone is put in a rear pocket of

the user’s trousers. When the user is standing, the Y axis acceleration component includes

acceleration forces due to the earth’s gravity. However, when the user is sitting, the Y axis

acceleration component omits the effect of gravity. The variance represents the intensity of

a user movement, and is effective for detecting user movement. Energy E represents the

sum of the absolute values of the fast Fourier transform (FFT) components excluding the DC

component, as expressed by the following equation:

E =
N−1∑
i=1

|Fi|2, (3.1)

where Fi represents the i-th FFT component of the signal of each axis. This feature is also

effective for detecting user movement. Entropy in the frequency domain is represented as

follows:

S = −
N−1∑
i=1

p(i) log p(i), (3.2)

where p(i) represents the probability distribution derived from the normalized FFT compo-

nent using the following equation:

p(i) =
|Fi|2∑N−1

j=1 |F j|2
. (3.3)

This entropy value enables us to discriminate between different activities which have the

same intensity. Correlation coefficient r between two axis is defined for the series data s1, s2

of two axis as follows:

r(s1, s2) =
Cov(s1, s2)
σs1 · σs2

, (3.4)

where Cov(s1, s2) represents covariance between two vectors and σ represents a standard de-

viation of vector components. The correlation coefficients represent the direction of move-

ment of the smartphone, which is related to user movement.
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Finally, all of these features extracted from the sound and acceleration signals are concate-

nated and a total of 56 dimensional features are used as classifier inputs.

3.3.2 Activity classifier

In this study, DNNs are used as an activity classier. DNNs can not only deal with high di-

mensional feature vectors reflecting a time sequence, but can also be trained to automatically

convert themselves into discriminative feature vectors through lamination of their hidden

layers.

In this study, two types of DNNs are introduced: 1) an ensemble model which integrates

the outputs of the acoustic and acceleration feature models, and 2) an integrated model which

utilizes acoustic and acceleration features as an input feature vector. The structures of these

DNNs are shown in Fig. 3.4. The outputs of ensemble model Pensemble(c|x) are calculated as

follows:

Pensemble(c | x) = P1(c | xacoustic)wP2(c | xacc)1−w, (3.5)

where P1(c | xacoustic) and P2(c | xacc) are outputs of the acoustic feature model and the accel-

eration feature model, respectively, c is an index of activity class, w is a weight coefficient

between the acoustic feature model and the acceleration feature model, and xacoustic, xacc, and

x are the acoustic feature vector, the acceleration feature vector, and the concatenated feature

vector, respectively. The networks consist of 3 hidden layers with 2,048 hidden nodes, and

a sigmoid function is used as an activation function. The number of nodes in the input layer

corresponds to the dimensions of the input feature vector, and the number of nodes of the

output layer corresponds to the number of target activity classes.

The training procedure is as follows. First, the features of 11 frames are concatenated,

which included a center frame, the 5 preceding frames and the 5 succeeding frames, utilizing



323 Human Activity Recognition based on Deep Neural Network Using Multi-modal Signals

(a) Re-training only a specific layer.

(b) Linear transformation network embedding.

Figure 3.5: Outline of adaptation methods
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a key property of DNNs which is the ability to deal with large numbers of dimensional

feature vectors. Second, the concatenated features are normalized using all of the training

data, making the mean and the variance of each dimension 0 and 1, respectively. Third, the

DNN is pre-trained using greedy learning with a denoising auto encoder (DAE), in order

to appropriately set the initial parameters of the DNN using the normalized, concatenated

features. When training the DAE, Gaussian noise with a variance of 0.1 is added to the

input vectors. Finally, the DNN is fine-tuned with back-propagation using annotation data.

During the fine-tuning phase, Adam optimization method [106] and dropout [107] with a

fixed learning rate of 5e − 4 are used.

3.3.3 Adaptation methods

To achieve better activity recognition performance, it is necessary to build a customized

model for each user. However, it is difficult to collect sufficient data for each user, and

building the model requires annotations of all the data. Therefore, an adaptation technique

used in the field of speech recognition is introduced, which enables to fit a trained model for

a specific user even if only a small amount of subject-specific training data is available.

Three types of adaptation methods are used, whose effectiveness has been confirmed in the

field of speech recognition [108,109]. The first adaptation method is to train all of the layers

of the DNN. When using this approach, the parameters of the subject independent model

are used as the initial parameters, and then the network is re-trained using subject-specific

data for adaptation. If the amount of subject-specific data used for adaptation is small, the

network will tend to over-fit, therefore it is necessary to determine a suitable regularization

coefficient. In this study, the coefficient was determined through preliminary experiments.

The second adaptation method is to re-train only a specific layer with subject-specific data,

which is selected as a subject adaptation layer [108]. A diagram of this method is shown in
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Fig. 3.5 (a). The adaptation is performed as follows:

arg min
(Ŵ(l),b̂(l))

E(Λ, Ŵ(l), b̂(l)) +
β

2

(
||Ŵ(l) −W(l)||2 + ||b̂(l) − b(l)||2

)
, (3.6)

where l is the index of the adaptation layer, W and b represent the weight and bias parame-

ters before re-training, respectively, Ŵ and b̂ represent the weight and bias parameters after

re-training, respectively, Λ represents all of the network parameters, and β is a regulariza-

tion coefficient. The first term represents the error function of the network, and the second

term represents a regularization term which prevents leaving too much in common with the

original parameters.

The third adaptation method is embedding the linear transformation network (LTN em-

bedding) [109]. A diagram of this method is shown in Fig. 3.5 (b). A linear transformation

layer is inserted before a specific layer and only the linear transformation layer is re-trained.

When inserting the linear transformation layer, its weight parameters A and its bias param-

eters a are initialized as an identity matrix and a zero vector, respectively. The optimization

is conducted based on the following equation:

arg min
(A,a)

E(Λ,A, a) +
β

2

(
||A − I||2 + ||a − 0||2

)
, (3.7)

where Λ represents all of the network parameters, and β is a regularization coefficient. The

first term represents the error function of the network, and the second term represents a

regularization term which prevents leaving too much data from the identity matrix and zero

vector. Note that the third adaptation method, LTN embedding, has a strong restriction

compared to the second adaptation method.

3.4 Experimental Evaluation

Experimental evaluation is conducted using the constructed database in order to check the

performance of the proposed activity recognition model.
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3.4.1 Subject-closed experiment

First, a subject-closed experiment was conducted, in which the same subject’s data was

used in both the training and test phases. The results will represent the performance under

the condition where a large amount of subject-specific data can be prepared in advance.

The target activities are shown in Table 3.3, where the numbers in brackets represent the

length of the recorded data in minutes. For this experiment, a long-term, single person

dataset was used, and the most frequently observed nine activities were used as the target

activities, while all of the remaining activities were used as a non-target activity. When

multiple activities were occurring simultaneously, the primary tag for that sample was only

used. A data segment of 60 seconds in length was regarded as one sample, and data segments

of less than 60 seconds in length were not used for the experiment.

The experiment was conducted as follows: 1) randomly select 10 samples from each ac-

tivity data set as test data; 2) train the network using the remaining data as training data;

3) evaluate performance for the model using the selected test data; 4) repeat steps 1-3 ten

times. In order to evaluate several different models fairly, the test data selected to evaluate

the first model was also used to evaluate the other models. The average F measure was used

as the evaluation criterion, and all of the DNNs were trained using the open source toolkit

Torch7 [110] with a single GPU (Nvidia GTX 980).

Effectiveness of multi-modal signals

To confirm the effectiveness of using multi-modal signals, the performance of the follow-

ing four models were compared using nine types of target activities:

1. Acceleration feature model (Only Acceleration)

2. Acoustic feature model (Only Acoustic)
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Table 3.3: Target activities in subject-closed experiment.

Tag Length [min] Tag Length [min]

Cleaning 39 Sleeping 1,257

Cooking 108 Smartphone 198

Meal 120 Toilet 61

Note-PC 141 Watching-TV 109

Reading 164 Other 582

3. Ensemble model (Ensemble)

4. Integrated model (Integration)

All of these models have the same DNN structure with the exception of the input layer.

Weight coefficient w in Eq. 3.5 was set at 0.75, which was determined experimentally in

order to maximize performance.

The experimental result is shown in Fig. 3.6. Frame represents frame F measure at the level

of the frame unit. Sample represents sample F measure obtained using the majority of the

frame recognition results in each sample. When we compare the performance of the single

signal models and the multi-modal signal models, we can see that the multi-modal signal

models achieved better performance. Therefore, we can say that the use of multi-modal

signals is more effective for activity recognition. Second, when we compare the performance

of the ensemble and integrated models, we can see that the integrated model achieved better

performance. This is because the DNN could extract discriminative features using both

acceleration features and acoustic features as inputs.

Based on these results, the integrated model was used as DNN in subsequent experiments.
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Comparison with conventional models

Next, the integrated DNN model was compared to the following four conventional meth-

ods:

1. k-Nearest Neighbor (KNN),

2. Gaussian Mixture Model (GMM),

3. Decision Tree (Tree),

4. Support Vector Machine (SVM),

where K in the KNN method was 5, the number of mixtures in the GMM was 10, the kernel

function of the SVM was an RBF kernel, and the type of SVM is one-versus-one. The

SVM was trained using libSVM [111]. These hyper-parameters were determined through

preliminary experiments, and all of these models were trained using the same feature vector,

which consisted of both acceleration and acoustic features. Since it is assumed that the

target system also receives signals of an ambiguous activity which is difficult to determine,

the performance under the following two conditions was evaluated: 1) the activity “Other”

is not added to target activities (w/o other), and 2) the activity “Other” is added to target

activities (w/ other).

Experimental results are shown in Fig. 3.7. We can see that the DNN-based integrated

model performed significantly better than the conventional methods, especially when the ac-

tivity “Ohter” is added to target activities. The performance of conventional methods such

as decision tree or SVM decreased by about 10 points when the activity “Other” was added.

This is because the “Other” data is widely distributed and significantly overlapped with the

other data in the feature space, and therefore, it is basically difficult to determine the com-

plicated hyperplane. On the other hand, the proposed DNN-based model maintained its

recognition performance when the “Other” was added. This result implies that the DNN can
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Figure 3.6: Comparison of four DNN models.
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Figure 3.7: Comparison of proposed DNN model with other conventional methods.
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Table 3.4: Target activities in subject-open experiment.

Tag Length [min] Tag Length [min]

Cleaning 679 Sleeping 2,731

Cooking 1,826 Smartphone 1,959

Meal 908 Toilet 310

Note-PC 2,252 Watching-TV 1,873

Reading 476

relatively well model such a complicated hyperplane. A visualization of third hidden layer

outputs using t-SNE [112] is shown in Fig. 3.8. We can see that each activity data is dis-

tributed separately in the manifold space. This result supports the hypothesis that DNN can

model the complicated hyperplane through the conversion to discriminative features using

multiple hidden layers.

3.4.2 Subject-open experiment

Next, a subject-open experiment was conducted, where the data of different subjects was

used in the training and test phases. This experiment evaluates performance when we cannot

prepare subject-specific data in advance, and is an important indicator of viability in practical

use. For this experiment, a short-term, multiple-subject dataset was used, and the target

activities are shown in Table 3.4. The experiment was conducted using leave-one-subject-

out validation, where one subject’s data is used as test data, and the remaining data of the

other subjects is used as training data.

The experimental results are shown in Fig. 3.9 and Table 3.5. From these results, we

can see that performance in the subject-open evaluation is much lower than in the subject-
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Figure 3.8: Visualization of third hidden layer outputs using t-SNE.
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Figure 3.9: Leave-one-subject-out result
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Table 3.5: Confusion matrix of subject-open experiment. Diagonal elements represent recall,

that of the right end column represent precision, and that of the lower end row represent F

measure.

Recall Cleaning Cooking Meal Note-PC Reading Sleeping Smartphone Toilet Watching-TV Precision

Cleaning 69.2 28.4 0.9 0.1 0.0 0.0 0.6 0.7 0.0 41.9

Cooking 31.3 64.0 0.5 0.5 0.2 0.8 0.2 2.2 0.3 74.6

Meal 1.0 6.1 55.9 12.6 1.2 3.1 4.2 3.2 12.8 44.3

Note-PC 0.3 1.7 10.7 22.2 15.4 16.4 5.6 3.2 24.5 40.7

Reading 0.4 1.9 9.0 13.9 6.7 19.1 8.0 21.8 19.1 3.9

Sleeping 0.0 0.0 0.2 8.1 7.3 66.8 7.9 4.8 4.9 64.9

Smartphone 1.0 1.5 8.2 10.5 3.9 17.8 16.7 4.7 35.7 32.6

Toilet 10.3 15.5 1.3 2.6 3.9 8.7 0.3 54.8 2.6 24.4

Watching-TV 0.5 1.2 9.1 5.6 7.3 5.8 13.2 2.8 54.4 38.8

F measure 52.2 68.9 49.5 28.8 4.9 65.8 22.1 33.7 45.3 41.2

closed experiment, especially for the activities of “Reading”, “Note-PC” and “Smartphone”,

for which the model achieved recognition performance of fewer than 20 points. There are

two reasons for the poor recognition performance for these activities. First, each subject

has a very different way of performing these tasks, i.e., there are large differences in subject

behavior, even when they are performing the same activity. Examples are shown in Fig. 3.10,

where signals for the activity “Smartphone” are shown for two different subjects. From the

figures, we can see that there is a big difference in the recorded signals for each subject as

they perform the same activity. Another examples are shown in Fig. 3.11. In this comparison,

one subject’s manner of “Reading” is similar to another subject’s manner of “Sleeping”,

since the first subject reads while lying on a bed. In addition, such activities do not tend

to emit frequent, characteristic sounds, making them harder to detect. A second reason

is the lack of uniform orientation of the smartphone in the rear pockets of the subjects’

trousers. Subjects were instructed how to attach the smartphone in their pockets, but some
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(a) Example of subject No. 12

(b) Example of subject No. 15

Figure 3.10: Example of recorded signals of the activity “Smartphone” for two different sub-

jects. The left figure represents a spectrogram of sound signal, and the right figure represents

the recorded acceleration signals.
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(a) Example of the acitivity “Reading”.

(b) Example of the activity “Sleeping”.

Figure 3.11: Example of recorded signals of the activities “Reading” and “Sleeping” for

two different subjects. The left figure represents a spectrogram of sound signal, and the right

figure represents the recorded acceleration signals.
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Figure 3.12: Analysis of smartphone rotation in the rear pocket.

subjects were not careful about the orientation of the smartphone. To investigate this problem

in more detail, data when the subject was standing without making any movements were

extracted, and the rotation of smartphone in the rear pocket was divided into four patterns

with the mean of acceleration signals. The results are shown in Fig. 3.12, where each axis

represents the axis of the noted acceleration signals as recorded by the smartphone in each of

the possible orientations, and where the percentages represent the proportion of subjects who

positioned their phone in each orientation. From these results, we can confirm that subjects

were not careful about the orientation of the smartphone, and that even if subjects perform

the same activity in the same manner, recorded acceleration signals will be very different

if the smartphone is not in the same position. Therefore, it is necessary to perform a pre-

processing to estimate the actual orientation of the smartphone, or extract the new feature
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which is independent of the orientation of the smartphone.

3.4.3 Adaptation experiment

Finally, an adaptation experiment was conducted to see if activity recognition performance

could be improved with only a small amount of subject-specific data. To confirm the effec-

tiveness of the adaptations, performance after adaptation was compared with that when the

model was constructed using a random initialization. It is expected that performance when

using the adaptations will be better than when using a random initialization if the adaptation

methods are effective. The adaptation experiment was conducted as follows: 1) build the

subject-independent model using a short-term, multiple-subject dataset as training data; 2)

randomly select adaptation samples for each activity class from a long-term, single-subject

dataset; 3) apply an adaptation method to the subject-independent model using selected sam-

ples; 4) evaluate performance using test data selected in the subject-closed experiment; 5)

repeat steps 2-4 while increasing the number of adaptation samples. In this experiment,

N = {1, 2, 3, ..., 25} samples from each activity class for adaptation and 10 samples from

each activity class for test data were selected, and these steps were repeated ten times. When

the second adaptation method, re-training only a specific layer, was applied, the second hid-

den layer was selected as the adaptation layer, and the regularization coefficient in Eq. 3.6

was set to 1e − 6. When the third adaptation method, LTN embedding, was applied, a linear

transformation layer was inserted before the second hidden layer, and the regularization co-

efficient in Eq. 3.7 was set to 5e − 6. These adaptation layers and regularization coefficients

were determined through preliminary experiments.

Experimental results are shown in Fig. 3.13. We can see that performance when using the

adaptation methods is better than when using random initialization. This result shows that

all of the adaptation methods are effective even if only a small amount of subject-specific
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Figure 3.13: Class average performance using various adaptation methods and different

numbers of samples.
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training data is available. In Fig. 3.13, when the number of adaptation samples is from one

to ten, there is no difference in performance between these adaptation methods. However,

when the number of adaptation samples is more than ten, performance with re-training only

a specific layer tends to become saturated. Hence, it is better to use other adaptation meth-

ods if we can prepare adaptation data for more than ten. There is no significant difference

between performance using all layer re-training and when using LTN embedding, however,

the number of parameters to keep for each subject are significantly fewer when using LTN

embedding than when using all layer re-training. Therefore, we can say that LTN embed-

ding is a suitable adaptation method in terms of not only improving performance, but also

requiring limited computational resources.

Finally, the change in classwise performance is shown in Fig. 3.14, where the graph on

the left represents the change in the activity recognition rate when using random initializa-

tion, and the graph on the right represents that when using LTN embedding as an adaptation

method. By comparing these results, we can see that the adaptation method is effective for

improving the accuracy of most of the activities, but not for activities such as “Sleeping”,

“Note-PC”, and “Smartphone”. For “Sleeping” and “Note-PC”, even if we use a random ini-

tialization the performance is nearly 90 points, therefore there is little room for improvement

using an adaptation method. Recognition performance for “Smartphone” was poor even

when an adaptation method was used. One reason for this poor performance is that there

was a great deal of inconsistency in the manner in which subjects used their smartphones

(See the example in Fig.3.10). Therefore, using other subject’s data have no advantage to

recognize the activity “Smartphone”.
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Figure 3.14: Change in performance for various activities when using different number of

samples w/o and w/ adaptation.
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3.5 Summary

In this chapter, toward the development of smartphone-based monitoring system for life

logging, two DNN-based fusion methods with multi-modal signals were proposed and then

a large-scale human activity database was created for testing. The database included over

1,400 hours of data including both outdoor and indoor daily activities of 19 subjects in prac-

tical situations. Furthermore, speaker adaptation techniques in the field of speech recogni-

tion were introduced to address the problem of model individuality. Experimental evaluation

using the constructed database demonstrated that the use of multi-modal including an en-

vironmental sound and acceleration signals with DNN is effective for the improvement of

performance, and that DNN can discriminate specified activities from a mixture of unspec-

ified activities. Furthermore, DNN-based adaptation methods could improve performance,

especially when only a limited amount of subject-specific training data is used.





4 Polyphonic Sound Event Detection

based on Duration-Control Model

This chapter describes a novel hybrid approach called duration-controlled long short-term

memory (LSTM) for polyphonic Sound Event Detection (SED). It builds upon a state-of-

the-art SED method which performs frame-by-frame detection using a bidirectional LSTM

recurrent neural network (BLSTM), and incorporates a duration-controlled modeling tech-

nique based on a hidden semi-Markov model (HSMM). The proposed approach makes it

possible to model the duration of each sound event precisely and to perform sequence-by-

sequence detection without the need for thresholding, as is required in conventional frame-

by-frame methods. Furthermore, to effectively reduce sound event insertion errors which

often occur under noisy conditions, a post-processing step based on binary masks is also

introduced. This post-processing step employs a sound activity detection (SAD) network,

which determines whether a segment contains only silence or an active sound event of any

type, based on an idea inspired by the well-known benefits of voice activity detection in

speech recognition systems. Experimental evaluation with the DCASE2016 task 2 dataset

are conducted to compare the proposed method with typical conventional methods, such as

non-negative matrix factorization (NMF) and standard BLSTM. The proposed method out-

performs the conventional methods both in an event-based evaluation, achieving a 75.3%

F1 score and a 44.2% error rate, and in a segment-based evaluation, achieving an 81.1% F1

score and a 32.9% error rate, outperforming the best results reported in the DCASE2016
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task 2 Challenge. Furthermore, combining the three BLSTM-based methods allows further

improvements.

4.1 Introduction

The goal of sound event detection (SED) is to detect the beginning and the end of sound

events and to label them. SED has great potential for use in many applications, such as

retrieval from multimedia databases [9], life-logging [11], activity monitoring [10, 113], en-

vironmental context understanding [114], automatic control of devices in smart homes [12],

and analysis of noise pollution [115]. Improvements in machine learning techniques have

opened new opportunities for progress in these challenging tasks. As a result, SED has been

attracting more and more attention, and research in the field is becoming more active. It is

notable that several SED challenges have recently been held, such as the CLEAR AED [1],

the TRECVID MED [2], and the DCASE Challenge [3–6].

SED can be divided into two main categories, monophonic and polyphonic, which are

used in different scenarios. In monophonic SED, the maximum number of simultaneously

active sound events is assumed to be one. Because real-world sound events include a wide

range of sounds, which vary in their acoustic characteristics, duration, and volume, correctly

detecting and identifying such sound events is already difficult, even in the monophonic

case. On the other hand, in polyphonic SED, there can be any number of simultaneously

active sound events. Polyphonic SED is a more realistic task than monophonic SED because

several sound events are likely to occur simultaneously in real-world situations. But it is also

even more difficult, due to the overlapping of multiple sound events.

The most typical SED method is to use a hidden Markov model (HMM), where the emis-

sion probability distribution is represented by Gaussian mixture models (GMM-HMM), with

Mel frequency cepstral coefficients (MFCCs) as features [50, 51]. In the GMM-HMM ap-
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proach, each sound event, as well as silence between events, is modeled by an HMM, and the

maximum likelihood path is determined using the Viterbi algorithm. However, this approach

typically achieves only limited performance, and requires heuristics, such as the number of

simultaneously active events, to perform polyphonic SED.

Another approach is to use non-negative matrix factorization (NMF) [52–55]. In NMF

approaches, a dictionary of basis vectors is learned by decomposing the spectrum of each

single-sound event into the product of a basis matrix and an activation matrix, and then

combining the basis matrices of all the sound events. The activation matrix for testing is

estimated using the combined basis vector dictionary, and is then used either for estimating

sound event activations or as a feature vector that is passed on to a classifier. These NMF-

based methods can achieve good performance, but they do not take correlations in the time

direction into account, instead performing frame-by-frame processing. As a result, the pre-

diction results lack temporal stability so that extensive post-processing is needed. Moreover,

the optimal number of bases for each sound event also must be identified.

More recently, methods based on neural networks have been developed, which have also

achieved good SED performance [56–62]. A single network is typically trained to solve a

multi-label classification problem involving polyphonic SED. Some studies [57, 59, 60, 62]

have also utilized recurrent neural networks (RNN), which are able to take into account

correlations in the time direction. Although these approaches achieve good performance,

they must still perform frame-by-frame detection and they do explicitly model the duration

of the output label sequence. Additionally, threshold values for the actual outputs need to be

determined carefully to return the best performance.

In this study, a duration-controlled LSTM system which is a hybrid system of a hidden

semi-Markov model and a bidirectional long short-term memory RNN (BLSTM-HSMM) is

proposed, where output duration is explicitly modeled by an HSMM on top of a BLSTM
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network. The proposed hybrid system is inspired by the BLSTM-HMM hybrid system used

in speech recognition systems [116–118]. In this study, the use of the hybrid system is ex-

tended to polyphonic SED and, more generally, to multi-label classification problems. The

proposed approach not only allows the implicit capture of various sound event characteristics

and correlation information in the time axis, through the use of deep recurrent neural net-

works with low-level features, but also allows to explicitly model the duration of each sound

event through the use of an HSMM. This makes it possible to perform sequence-by-sequence

detection without the need for thresholding, as is required in conventional frame-by-frame

methods. Furthermore, to effectively reduce sound event insertion errors which are often

observed under noisy conditions, a post-processing step based on binary masks is also intro-

duced. This post-processing step employs a sound activity detection (SAD) network, which

determines whether a segment contains only silence or an active sound event of any type,

based on an idea inspired by the well-known benefits of voice activity detection in speech

recognition systems [119–121].

The rest of this chapter is organized as follows: Section 4.2 discusses various types of

recurrent neural networks and the concept of long short-term memory. Section 4.3 explains

the basics of hidden semi-Markov models. Section 4.4 describes the proposed method in

detail. Section 4.5 describes the design of the experimental evaluation and the performance

of the proposed method is compared with conventional methods. Finally, this chapter is

summarized in Section 4.6.
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Figure 4.1: Overview of BLSTM.

4.2 Overview of Recurrent Neural Network Architectures

4.2.1 Bidirectional long short-term memory

A bidirectional long short-term memory recurrent neural network (BLSTM) is a layered

network with feedback structures from both the previous time step and the following time

step, whose layers consist of long short-term memory (LSTM) [122, 123]. Compared with

unidirectional structures, the bidirectional structure makes it possible to propagate informa-

tion not only from the past but also from the future, giving bidirectional networks the ability

to exploit the full context of an input sequence. LSTM architectures prevent the so-called

vanishing gradient problem [124] and allow the memorization of long-term context infor-

mation. The structure of a BLSTM is illustrated in Fig. 4.1 (for simplicity of presentation,

Fig. 4.1 and the following formulations only consider a single hidden layer). As shown in

Fig. 4.1, LSTM layers are characterized by a memory cell st, and three gates: 1) an input

gate g(I)
t , 2) a forget gate g(F)

t , and 3) an output gate g(O)
t . Each gate g∗ has a value between

0 and 1. The value 0 means the gate is closed, while the value 1 means the gate is open.
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The memory cell memorizes information about the past, the input gate decides whether to

pass on the input, and the output gate decides whether to pass on the output. In other words,

these gates prevent the propagation of unnecessary signals. The forget gate decides whether

to forget the information memorized in the memory cell.

Let us denote a sequence of feature vectors as X = {x1, x2, . . . , xT }. In an LSTM layer, the

output vector of the LSTM layer ht is calculated as follows:

g(I)
t = σ(W(I)xt +W(I)

r ht−1 + p(I) ⊙ st−1 + b(I)), (4.1)

g(F)
t = σ(W(F)xt +W(F)

r ht−1 + p(F) ⊙ st−1 + b(F)), (4.2)

st = g(I)
t ⊙ f (W(C)xt +W(C)

r ht−1 + b(C)) + g(F)
t ⊙ st−1, (4.3)

g(O)
t = σ(W(O)xt +W(O)

r ht−1 + p(O) ⊙ st + b(O)), (4.4)

ht = g(O)
t ⊙ tanh(st), (4.5)

where superscripts I, F, O, and C indicate the input, forget, output gates, and memory cell,

respectively, ⊙ represents point-wise multiplication, σ represents a logistic sigmoid func-

tion, f represents an activation function, W∗ and W∗
r denote the input weight matrices and

recurrent weight matrices, respectively, b∗ are bias vectors, and p∗ are peephole connection

weights. A peephole connection is a connection between a memory cell and a gate, which

enables to control the behavior of a gate depending on the state of the memory cell. In a

BLSTM layer, the output vector of the forward LSTM layer
−→
h t and that of the backward

LSTM layer
←−
h t (defined similarly to the forward layer but with all sequences time-reversed)

are both calculated using these equations. Finally, the output vector of the output layer yt is

calculated as follows:

yt = g
(−→
W
−→
h t +

←−
W
←−
h t + b

)
, (4.6)

where g represents an activation function,
−→
W and

←−
W represent the weight matrix between the

output layer and the forward LSTM layer, and between the output layer and the backward
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Figure 4.2: Overview of BLSTM with a projection layer.

LSTM layer, respectively, while b denotes the bias vector of the output layer.

4.2.2 Projection layer

In general, it is known that the deep structure of neural networks is what gives them their

impressive generalization power. However, building a deep LSTM network with a lot of pa-

rameters requires huge memory resources and involves high computational costs. Projection

layers have been proposed as a way to address this issue and allow the creation of very deep

LSTM networks [116]. The use of projection layers can reduce not only the computational

cost but also the effect of overfitting, improving the generalization power. The architecture of

a BLSTM with a projection layer is shown in Fig. 4.2. The projection layer, which is a linear

transformation layer, is inserted after an LSTM layer, and it outputs feedback to the LSTM

layer. With the insertion of a projection layer, the hidden layer output ht−1 in Eqs. (4.1)-(4.4)



60 4 Polyphonic Sound Event Detection based on Duration-Control Model

is replaced with the projection layer output pt−1, and the following equation is added:

pt =W(P)ht, (4.7)

where WP denotes the projection weight matrix.

4.3 Overview of Hidden Semi-Markov Model

4.3.1 Hidden Markov model

A hidden Markov model (HMM) is a well-known generative model which can deal with

variable-length sequential data. To make the extension to the hidden semi-Markov model

(HSMM) easier to understand, we first give a brief overview of HMMs. The structure of a

typical left-to-right HMM is shown in Fig. 4.3(a). Let us assume that we have sequential

observations X = {x1, x2, . . . , xT }. Each HMM state i ∈ S = {1, . . . ,N} has an emission

probability distribution ei(x) and the transition from state i to state j is represented by the

transition probability ai j. While the emission probability distribution ei(x) is typically mod-

eled with a Gaussian mixture model (GMM), in a hybrid neural network/HMM model, it

is calculated using a pseudo likelihood trick (see Section 4.4.3). The maximum likelihood

estimate of a state sequence for an HMM is commonly obtained using the Viterbi algorithm.

To perform the Viterbi algorithm, two variables are introduced: the forward variable δt(i),

which represents the maximum likelihood that the partial state sequence ends at time t in

state i, and the back pointer ψt(i), which records the corresponding likelihood-maximizing

pre-transition state. The forward variable δ0(i) is initialized using an initial state probability
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(a) Hidden Markov model

(b) Hidden semi-Markov model

Figure 4.3: Structural difference between an HMM and HSMM.



62 4 Polyphonic Sound Event Detection based on Duration-Control Model

Algorithm 1 HMM Viterbi algorithm
Initialization:

1: δ0(i) = πi, i ∈ S

2: ψ0(i) = 0, i ∈ S

Inference:

3: for t = 1 to T do

4: for j = 1 to N do

5: δt( j) = max
i∈S
{δt−1(i)ai je j(xt)}

6: ψt( j) = arg max
i∈S

{δt−1(i)ai je j(xt)}

7: end for

8: end for

Termination:

9: P∗ = max
i∈S
{δT (i)}

10: s∗T = arg max
i∈S

{δT (i)}

Traceback:

11: for t = T − 1 to 1 do

12: s∗t = ψt+1(s∗t+1)

13: end for
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πi, and the back pointer ψ0(i) is initialized as 0. These are calculated recursively as follows:

δt( j) = max
i∈S
{δt−1(i)ai je j(xt)}, (4.8)

ψt( j) = arg max
i∈S

{δt−1(i)ai je j(xt)}. (4.9)

After the recursive calculation, the maximum likelihood P∗ and maximum likelihood state

s∗T are calculated as follows:

P∗ = max
i∈S
{δT (i)}, (4.10)

s∗T = arg max
i∈S

{δT (i)}. (4.11)

Now, we can calculate the maximum likelihood path {s∗1, s∗2, . . . , s∗T } using the following equa-

tion:

s∗t = ψt+1(s∗t+1), (4.12)

starting at the maximum likelihood state s∗T at time T and moving backwards. The entire

process of maximum likelihood estimation in HMMs using the Viterbi algorithm is shown

in Algorithm 1.

4.3.2 Hidden semi-Markov model

One major problem with HMMs is that they are limited in their ability to represent state

duration. In HMMs, state duration probabilities are implicitly represented by state transition

probabilities, therefore, HMM state duration probabilities inherently decrease exponentially

with time. However, duration probabilities in real data do not necessarily follow an exponen-

tially decreasing distribution. Consequently, the representation of duration in HMMs may

be inappropriate and cause a discrepancy between the model and the data. This will be es-

pecially apparent in SED, where it is necessary to deal with various types of sounds with

various durations.
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Figure 4.4: Difference in duration probability.

One solution to this problem is to use hidden semi-Markov models [125, 126]. The

structure of an HSMM is shown in Fig. 4.3(b), and the difference in state duration prob-

ability between an HMM and an HSMM is shown in Fig. 4.4. In HSMMs, duration

d ∈ D = {1, 2, . . . ,D} at state j is explicitly modeled by a probability distribution p j(d).

The parameters of p j(d) are estimated using maximum likelihood estimation, and the maxi-

mum duration D is decided based on the mean and variance of p j(d). The Viterbi algorithm

can be extended to the case of HSMMs by modifying the definitions and recurrence formulas
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Algorithm 2 HSMM Viterbi algorithm
Initialization:

1: δd(i, d) = πi pi(d)ei(x1:d), i ∈ S, d ∈ D

2: ψd(i, d) = (0, 0, 0) i ∈ S, d ∈ D

Inference:

3: for t = 1 to T do

4: for j = 1 to N do

5: for d = 1 to D do

6: δt( j, d) = max
i∈S,d′∈D

{δt−d(i, d′)ai j p j(d)e j(xt−d+1:t)}

7: (s∗, d∗) = arg max
i∈S,d′∈D

{δt−d(i, d′)ai j p j(d)e j(xt−d+1:t)}

8: ψt( j, d) = (t − d, s∗, d∗)

9: end for

10: end for

11: end for

Termination:

12: P∗ = max
i∈S,d∈D

{δT (i, d)}

13: (s∗1, d
∗
1) = arg max

i∈S,d∈D
{δT (i, d)}

Traceback:

14: t1 = T , n = 1

15: while tn > 1 do

16: n← n + 1

17: (tn, s∗n, d
∗
n) = ψtn−1

(s∗n−1, d
∗
n−1)

18: end while
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of the forward variable δ and the back pointer ψ as follows:

δt( j, d) = max
i∈S,d′∈D

{δt−d(i, d′)ai j p j(d)e j(xt−d+1:t)}, (4.13)

ψt( j, d) = (t − d, s∗, d∗), (4.14)

where s∗, d∗ and t−d represent the previous state, its duration, and its end time, respectively,

and s∗ and d∗ are calculated using the following equation:

(s∗, d∗) = arg max
i∈S,d′∈D

{δt−d(i, d′)ai j p j(d)e j(xt−d+1:t)}, (4.15)

where the value of e j(xt−d+1:t) is computed as follows:

e j(xt−d+1:t) =
t∏

τ=t−d+1

e j(xτ). (4.16)

After the recursive calculation, the maximum likelihood P∗, maximum likelihood state s∗1

and its duration d∗1 are calculated as follows:

P∗ = max
i∈S,d∈D

{δT (i, d)}, (4.17)

(s∗1, d
∗
1) = arg max

i∈S,d∈D
{δT (i, d)}. (4.18)

Finally, we can obtain the maximum likelihood path {s∗N , s∗N−1, . . . , s∗1} and its duration {d∗N , d∗N−1, . . . , d
∗
1}

by applying the following equation recursively:

(tn, s∗n, d
∗
n) = ψtn−1

(s∗n−1, d
∗
n−1) (4.19)

The entire HSMM Viterbi algorithm procedure is shown in Algorithm 2. Note that the ability

of the HSMM to explicitly model the duration of each state by introducing the duration

probability distribution p j(d) comes at the expense of an increase in the computational cost

of the Viterbi algorithm from O(NT ) to O(NT D), as compared with an HMM.
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Figure 4.5: System overview.

4.4 Proposed Method

4.4.1 System overview

An overview of the proposed system, separated into training and test phases, is shown in

Fig. 4.5. In the training phase, the feature vectors are extracted and cepstral mean normal-

ization (CMN) is performed for each training audio sample (see Section 4.4.2). Each active

event is divided into three segments of equal length in order to assign left-to-right states,

thus obtaining initial state labels for the HMM (or HSMM). Using the feature vectors and

state labels, a sound event detection (SED) network (see Section 4.4.3), and a sound activ-

ity detection (SAD) network (see Section 4.4.4) are trained. The labels are also utilized for

calculating the priors of HMM and HSMM states, as well as for training the transition proba-

bility of the HMM or the duration probability distribution of the HSMM (see Section 4.4.3).
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After training, the Viterbi decoding is performed to update the state labels for the training

data, and then the training of the SED network and the transition (or duration) probabilities

is repeated several times.

In the test phase, the feature vectors are extracted from an input audio sample and CMN

is performed. The feature vectors are used as inputs for both the SED network and the SAD

network. The SED network estimates each state posterior, while the SAD network estimates

a binary mask which indicates global sound event activity, i.e., whether one or more sound

events of any types are active in a given segment. Finally, this binary mask is applied to

the activation of each sound event obtained using Viterbi decoding (see Section 4.4.4), and

post-processing is performed (see Section 4.4.5).

4.4.2 Feature extraction

The input signal is divided into 25 ms windows with 40% overlap, and 100 log mel-

filterbank features are then calculated for each window. More bands than usual are used

since the resolution of high frequency components is important for SED. Next, cepstral mean

normalization is performed for each piece of training data, obtaining an input feature vector

xt at each frame t. These operations are performed using HTK [127].

4.4.3 Hybrid model

Two hybrid systems, BLSTM-HMM and BLSTM-HSMM, are used to capture sound-

event-dependent temporal structures explicitly and also to perform sequence-by-sequence

detection without the thresholding that is necessary when using conventional frame-by-frame

methods. While the BLSTM-HMM implicitly models the duration of each sound event via

its transition probabilities, the BLSTM-HSMM can explicitly do so via its duration prob-
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abilities. The hybrid neural network/HMM framework, which is generally used to handle

multi-class classification problems, is extended to handle multi-label classification problems

for polyphonic SED. To do this, a three-state, left-to-right HMM (or HSMM) with a non-

active state is built for each sound event. The structures of the HMM and HSMM are shown

in Figs. 4.6(a) and 4.6(b), respectively, where n = 0, n = 5 and n = 4 represent the initial

state, final state, and non-active state, respectively. Note that the non-active state only per-

tains to the absence of activity for a particular sound event, and does not indicate whether

other sound events are active or not.

For the HMM, the transition probabilities are learned from the sequences of state labels,

where the number of transitions from state i to state j is simply calculated and it is normal-

ized to meet the definition of a probability. On the other hand, for the HSMM, the transition

probabilities of the left-to-right states are fixed at 0.99 (the remaining 0.01 corresponding

to the self-loop), and that of the non-active state is fixed at 0.01 (with the remaining 0.99

corresponding to the self-loop). These transition probabilities were determined through pre-

liminary experiments. Duration is represented using the gamma distribution in the three

left-to-right states and a uniform distribution in the non-active state. The duration probabil-

ity pc, j(d) for state j of the HSMM for event c is defined as follows:

pc, j(d) =


dkc, j−1 exp(−θc, jd)

θ
kc, j
c, j Γ(kc, j)

( j = 1, 2, 3)

1
Dc

( j = 4)

, (4.20)

where kc, j and θc, j respectively denote the shape and scale parameters of the gamma distri-

bution, obtained through maximum likelihood estimation using the state labels, and Dc is

the maximum duration length of the three left-to-right states for event c. In this study, Dc is

determined as follows:

Dc = max
j∈{1,2,3}

{
µc, j + 3σc, j

}
, (4.21)
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(a) Proposed hidden Markov model

(b) Proposed hidden semi-Markov model

Figure 4.6: Difference between proposed HMM and HSMM.
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where µc, j and σc, j respectively denote the mean and standard deviations of the duration of

state j of event c.

In the hybrid model, the network is used to calculate the state posterior P(sc,t = j|xt),

where c ∈ {1, 2, . . . ,C} denotes the sound event index, j ∈ {1, 2, . . . ,N} the index of states

except for the initial and final states, and sc,t represents the state of event c at time t. The

emission probability ec, j(xt) for state j of event c can be obtained from the state posterior

using Bayes’ theorem as follows:

ec, j(xt) = P(xt|sc,t = j) =
P(sc,t = j|xt)P(xt)

P(sc,t = j)
, (4.22)

where P(sc,t) represents the prior of HMM (or HSMM) states. Note that the factor P(xt) is

irrelevant in the Viterbi computations. The structure of the proposed network is shown in

Fig. 4.7(a), where ỹc,t represents the state posterior of event c at time t. This network has

three hidden layers, each consisting of a BLSTM layer with 1,024 nodes and a projection

layer with 512 nodes, and an output layer with C × N nodes. These network structures are

determined through preliminary experiments. A softmax operation is used to ensure that the

values of posterior P(sc,t|xt) sum to one for each sound event c in frame t, as follows:

P(sc,t = j|xt) =
exp(ac, j,t)∑N

j′=1 exp(ac, j′,t)
, (4.23)

where a represents the activation of the output layer node. The network is optimized using

back-propagation through time (BPTT) [128] with Adam [106] and dropout [107] using

cross-entropy as shown in the following multi-class, multi-label objective function:

E(Θ) = −
C∑

c=1

N∑
j=1

T∑
t=1

yc, j,t ln(P(sc,t = j|xt)), (4.24)

where Θ represents the set of network parameters, and yc, j,t is the state label. This objec-

tive function can be seen as a kind of multi-task learning [129] of multi-class classification

problems. Multi-task learning is a technique to solve a task with additional tasks using a
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(a) SED network (b) SAD network

Figure 4.7: Proposed network structures.
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shared input representation, and the effectiveness has been confirmed in various fields such

as speech recognition [130], and natural language processing [131]. Note that this objective

function is not the same as the multi-class objective function in a conventional DNN-HMM

because the SED network estimates state posteriors with respect to each sound event HMM

(or HSMM), not the state posteriors of states of all HMMs (or HSMMs). State prior P(sc,t) is

calculated by counting the number of occurrences of each state using the training data labels.

However, in this study, since the synthetic training data does not represent actual sound event

occurrences, the prior obtained from occurrences of each state has to be made less sensitive.

Therefore, P(sc,t) is smoothed as follows:

P̂(sc,t) = P(sc,t)α, (4.25)

where α is a smoothing coefficient. In this study, α is set to 0.01. Finally, the state emission

probability is calculated using Eq. (4.22) and the Viterbi algorithm is performed for each

HMM (or HSMM) to obtain the maximum likelihood path as shown in Section 4.3.

4.4.4 SAD network

A common problem when performing polyphonic SED under noisy conditions is a de-

crease in performance due to insertion errors, which occur when background noise is mis-

taken for sound events, even though there are no actual sound events in that segment. To solve

this problem, the use of binary masking with a sound activity detection (SAD) network is

proposed. The SAD network identifies segments in which there is sound event activity of any

type, similarly to voice activity detection (VAD) in the field of speech recognition [119–121].

In this study, the network shown in Fig. 4.7(b) is trained. This network has three hidden lay-

ers, each consisting of a BLSTM layer with 512 nodes, a projection layer with 256 nodes,

and an output layer with a single node. The structure of the SAD network is almost the same
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as that of the SED network, however, the SAD network does not differentiate between the

types of the sound events, and therefore it tends to concentrate on background noise. The

SAD network, which performs a simple binary classification, is optimized using BPTT with

Adam and dropout under the following sigmoid cross-entropy objective:

E(Θ) = −
T∑

t=1

{yt ln(ỹt) + (1 − yt) ln(1 − ỹt)} , (4.26)

where yt represents the reference data indicating the presence or absence of sound events and

ỹt is the SAD network output. A threshold of 0.5 is used to convert SAD network outputs

into a binary mask M, and it is applied to the activations Ac of each sound event c predicted

by the BLSTM-HMM (or BLSTM-HSMM), as follows:

Ãc =M ⊙ Ac, (4.27)

where both Ac and M are a binary vector of length T . Note that the same binary mask M is

applied to the activations of each sound event, and that the binary mask only has an effect on

the insertion of sound events, not on the substitution or deletion of sound events.

4.4.5 Post-processing

In order to smooth the output sequence, three kinds of post-processing are performed:

1. Apply a median filter with a predetermined filter span;

2. Fill gaps which are shorter than a predetermined number;

3. Remove events whose duration is shorter than a predetermined length.

An outline of each post-processing step is illustrated in Fig. 4.8. Based on preliminary

experiments, the median filter span is set to 150 ms (15 frames), the acceptable gap length is

set to 0.1 s (10 frames), and the minimum duration threshold length for each sound event is

set to 3/4 of the minimum duration for that sound event as calculated from the training data.
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(a) Apply a median filter

(b) Fill gaps

(c) Remove short duration events

Figure 4.8: Diagram of each post-processing step.
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4.5 Experimental Evaluation

To evaluate the proposed method, the DCASE2016 task 2 dataset [4] was used. The dataset

includes a training set consisting of 20 clean audio files per event class, a development set

consisting of 18 synthesized audio files of 120 seconds in length, and an evaluation set con-

sisting of 54 synthesized audio files of the same length as the development set files. The 54

files of the evaluation set consist of 18 audio files with different content each synthesized

under three different signal-to-noise ratio (SNR) conditions: −6 dB, 0 dB, and 6 dB. Out of

54 files, 27 are monophonic, and the rest are polyphonic. The number of sound event classes

in the dataset is 11. The evaluation set is synthesized using unknown samples, but the devel-

opment set is synthesized using the training set, making it a closed condition development

set.

For this study, the training data was further split, keeping 75% of the samples to build

the training set, and holding out the rest in order to build an open condition development set,

which was lacking in the original dataset. By open condition development set, a development

set was referred here to that is based on data not included in the (newly defined) training set.

Thus 5 samples were randomly selected (out of 20) per event from the training set and 18

samples of 120 seconds in length are generated, similar to the original DCASE2016 task 2

development set. These generated samples are used as development data to check perfor-

mance under open conditions. The remaining 15 samples per class were used to build the

original training data. Instead of simply using the original training data, which is too small

for training an RNN with sufficient depth, the training data was augmented by synthetically

generating training data using the clean samples and background noise as follows:

1. Generate a silence signal of a predetermined length;

2. Randomly select a sound event sample;
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3. Add the selected sound event to the generated silence signal at a randomly selected

location;

4. Repeat steps 2 and 3 a predetermined number of times;

5. Add a background noise signal at a predetermined SNR.

4.5.1 Experimental conditions

The signal length was set to 4 seconds, the total number of events was set to a value from

3 to 5, the number of simultaneous events was set to a value from 1 to 5 (1 corresponding

to the monophonic case), and SNR was set to a value from −9 dB to +9 dB. Then 100,000

audio samples were synthesized, for a total length of 111 hours. Both event-based (onset-

only) and segment-based evaluation were conducted, and F1 scores (F1) and error rates (ER)

were utilized as the evaluation criteria. Event-based evaluation considers true positives, false

positives and false negatives with respect to event instances, while segment-based evaluation

is done in a fixed time grid, using segments of one second length to compare the ground truth

and the system output (see [132] for more details). The proposed hybrid system was built

using the following procedure:

1. Divide an active event into three segments of equal length in order to assign left-to-right

state labels;

2. Train the SED network using these state labels as supervised data;

3. Calculate the prior using these state labels;

4. (For HMM) Train the transition probability using these state labels by Viterbi training;

(For HSMM) Train the duration probability distribution using the maximum likelihood

estimation;

5. Calculate the maximum likelihood path with the Viterbi algorithm;
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Table 4.1: Experimental conditions.

Sampling rate 44,100 Hz

Window size 25 ms

Shift size 10 ms

# training data 4 s × 100k samples

# development data 120 s × 18 samples

# evaluation data 120 s × 54 samples

# sound event classes 11

Learning rate 0.001

Initial scale 0.001

Gradient clipping norm 5

Batch size 128

Time steps 400

Optimization method Adam [106]

6. Use the maximum likelihood paths as new state labels;

7. Repeat steps 2-6.

In this study, when calculating the maximum likelihood path, the alignment of non-active

states was fixed, i.e., event-active HMM states were only aligned because we know the

perfect alignment of non-active states due to the use of synthetic data. When training the

networks, the objective functions on the development set were monitored at every epoch and

training was stopped using an early stopping strategy. All networks were trained using the

open source toolkit TensorFlow [133] with a single GPU (Nvidia GTX Titan X). Details of

the experimental conditions are shown in Table 4.1.
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Table 4.2: Experimental results.

Event-based (dev. / eval.) Segment-based (dev. / eval.)

Model F1 score [%] Error rate [%] F1 score [%] Error rate [%]

NMF (Baseline) 31.0 / 24.2 148.0 / 168.5 43.7 / 37.0 77.2 / 89.3

BLSTM 69.9 / 60.1 73.2 / 91.2 87.2 / 77.1 25.8 / 44.4

+ post-processing 81.5 / 71.2 35.7 / 50.9 89.3 / 79.0 20.3 / 36.8

+ SAD binary masking 82.2 / 73.7 34.0 / 45.6 89.5 / 79.9 19.8 / 34.3

BLSTM-HMM 80.0 / 71.0 38.6 / 55.1 88.8 / 79.6 20.4 / 37.4

+ post-processing 81.3 / 71.7 35.2 / 52.3 89.1 / 79.5 19.4 / 36.7

+ SAD binary masking 82.6 / 74.9 32.7 / 44.7 89.7 / 80.5 18.3 / 33.8

BLSTM-HSMM 82.3 / 71.9 34.7 / 51.7 91.3 / 79.8 16.7 / 37.0

+ post-processing 82.3 / 72.1 34.4 / 51.4 91.1 / 79.7 16.7 / 37.0

+ SAD binary masking 85.0 / 75.3 28.9 / 44.2 91.5 / 81.1 15.8 / 32.9

I. Choi et al. [61] – / 67.1 – / 61.8 – / 78.7 – / 36.7

T. Komatsu et al. [55] – / 73.8 – / 46.2 – / 80.2 – / 33.1

4.5.2 Experimental results

To confirm the performance of the proposed method, it was compared with two conven-

tional methods, NMF (DCASE2016 task 2 baseline) [4] and standard BLSTM [57]. The

NMF was trained with 15 clean samples per class using the DCASE2016 task 2 baseline

script [4]. The BLSTM had the same network structure as the one shown in Fig. 4.7(a),

with the exception that the output layer was replaced with C nodes with sigmoid activation

functions, with one node for each sound event. Each node’s output yc ∈ [0, 1] was binarized

to determine event activity. The threshold was set to 0.5, i.e., sound event c is considered to

be active if yc > 0.5, and inactive otherwise.

Experimental results are shown in Table 4.2. First, we focus on the differences in the

performance of each system. The proposed system (a BLSTM-HSMM with post-processing
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and SAD binary masking) achieved the best performance of all of the methods for both

event-based and segment-based evaluation criteria, and also outperformed all of the methods

submitted to the DCASE2016 task 2 Challenge [4]. Note that the conventional systems [55,

61] were trained using the whole training set, whereas the systems are trained using only part

of the training set in order to hold out data for the preparation of an open development set.

From these results we can see that it is important for polyphonic SED methods to take the

duration of sound events into account, especially by explicitly modeling event duration.

Next, we focus on the effect of post-processing. For the BLSTM method, we can confirm

that post-processing was clearly effective. However, this could not always be confirmed

for the proposed hybrid models: this could be expected, because the prediction results are

already smoothed as a result of the use of HMM or HSMM. In other words, the use of a

dynamic modeling technique such as HMM or HSMM can effectively smooth the output

sequence, and therefore, it can alleviate the need for post-processing.

Finally, we focus on the effect of SAD network binary masking. The results confirmed the

effectiveness of the proposed SAD masking method when used with all methods, especially

for reducing the error rate on the evaluation set. This is because there is more background

noise in the evaluation set than in the development set, leading to many insertion errors.

(Note that the SAD network by itself achieved an F1 score of 97.7% for the development

set and 94.8% for the evaluation set in frame-wise detection.) It is interesting to note that

even though almost the same network architecture and exactly the same data were used,

an improvement in performance could be obtained by using a slightly different objective

function between the SED and SAD networks. This is because using a simple objective

function for the SAD network makes it easy to train the network, and combining different

tendency models has a performance effect similar to a model ensemble technique. This

results also imply that multi-task learning can be used effectively, i.e., the objective function
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Figure 4.9: Class-wise segment-based error rates.

of an SAD network can be utilized as a regularization term in the objective function of an

SED network. This will be investigated in future work.

4.5.3 Analysis

In this section, the details of the performance of the BLSTM-based methods are discussed.

Class-wise segment-based error rates are shown in Fig. 4.9, which displays the rates after

both post-processing and SAD binary masking have been applied. Focusing first on dif-

ferences in performance for various sound events, we note that detection performance for

doorslam, drawer, and pageturn were very low. This is because the volume of the doorslam
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Table 4.3: Performance under different SNR conditions.

Segment-based (BLSTM / HMM / HSMM)

SNR [dB] F1 score [%] Error rate [%]

6 81.2 / 80.8 / 82.9 32.1 / 32.6 / 28.6

0 80.2 / 80.8 / 81.6 33.7 / 33.4 / 31.7

-6 78.2 / 79.9 / 78.8 37.2 / 35.3 / 38.4

and drawer sound events was very low, making them difficult to detect when there was back-

ground noise, resulting in many deletion errors. Even humans have difficulty detecting these

sounds under low SNR conditions. The poor results for pageturn occurred for a different

reason, however. One reason for the low detection performance for pageturn was a large

number of insertion errors due to the difference in the background noise between the training

and evaluation sets. The background noise in the development set is almost the same as in the

training set, and in that case we did not observe a large number of insertion errors. However,

background noise in the evaluation set is different from that in the training set, so there is a

possibility that the network focused on a specific pattern in the feature vector, similar to one

observed in the background noise of the evaluation set.

Focusing now on the differences in performance among BLSTM-based methods, we can

see that the overall trends for each model were similar. However, the combination of the

BLSTM with an HMM or HSMM was not always effective for all of the sound event classes.

To investigate this in detail, performance under different SNR conditions was examined and

the results are shown in Table 4.3, which again displays the performance after both post-

processing and SAD binary masking have been applied. From these results we can see that
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Table 4.4: Details of segment-based error rates without SAD masking.

Segment-based Error rate (BLSTM / HMM / HSMM)

SNR [dB] S [%] D [%] I [%]

6 8.2 / 8.0 / 7.1 4.6 / 5.4 / 3.6 22.2 / 22.1 / 20.7

0 8.9 / 7.6 / 7.6 4.9 / 5.2 / 4.5 22.3 / 23.1 / 23.1

-6 9.0 / 7.8 / 8.2 7.6 / 6.6 / 5.3 22.7 / 24.4 / 30.9

the performance of all of the models degraded under the low SNR condition, and that the

BLSTM-HSMM method was especially susceptible to the effect of background noise. The

details of the segment-based error rates without SAD masking are shown in Table 4.4, and

those with SAD masking are shown in Table 4.5, where S, D, and I represent the substi-

tution, deletion, and insertion error rates, respectively. Focusing on the substitution error

rate, we can confirm that the combination of the BLSTM with an HMM or HSMM was

always effective for the reduction of substitution errors. This is because each sound event

has a different duration, and therefore substitution errors can be reduced by modeling the

duration of each sound event. However, regarding the insertion error rate, while the BLSTM

and BLSTM-HMM maintained their performance with only a slight degradation under the

low SNR condition, the performance of BLSTM-HSMM fell drastically. This is because the

BLSTM-HSMM method models the duration of sound events, forcing them in particular to

sustain a certain length, and the mistakenly inserted sound events were thus of significant du-

ration. This caused long-term frame mistakes, and consequently, the performance decreased

drastically. The use of SAD network binary masking improved performance by reducing the

number of insertion errors, however, there was still a gap between the performance of the
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Table 4.5: Details of segment-based error rates with SAD masking.

Segment-based Error rate (BLSTM / HMM / HSMM)

SNR [dB] S [%] D [%] I [%]

6 8.2 / 8.2 / 7.3 4.8 / 5.9 / 5.5 19.1 / 18.7 / 15.9

0 8.7 / 7.6 / 7.4 5.4 / 6.0 / 6.0 19.5 / 19.8 / 18.4

-6 9.0 / 7.6 / 7.8 7.9 / 7.1 / 6.2 20.3 / 20.6 / 24.5

Table 4.6: Performance of system combination.

Criteria F1 score [%] Error rate [%]

Event-based 76.3 (+1.0) 42.0 (-2.2)

Segment-based 82.4 (+1.3) 30.2 (-2.7)

BLSTM-HSMM and the other methods under the low SNR condition. As a result, although

the BLSTM-HSMM method achieved the best results on average, by examining details of the

performance of each method we can see that each model has advantages and disadvantages.

Hence, we hypothesized that it would be advantageous to develop a model which combines

the feature of each of the BLSTM-based methods. To confirm this, a system combination

was devised in which the majority result of the outputs of the three methods was selected

as the output, after which post-processing and SAD masking were applied. Performance

results for the system combination are shown in Table 4.6, where the numbers in parentheses

represent the amount of improvement from the best results in Table 4.2. The combination of
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Table 4.7: Performance for different tasks.

Segment-based (BLSTM / HMM / HSMM)

Task F1 score [%] Error rate [%]

polyphonic 79.2 / 79.5 / 80.0 34.7 / 34.0 / 33.0

monophonic 81.1 / 82.4 / 82.9 33.7 / 33.4 / 32.8

the three methods achieved the best performance, which supports the above hypothesis.

Finally, we focus on differences in performance when performing monophonic versus

polyphonic SED task. The results are shown in Table 4.7. Somewhat surprisingly, all of the

models achieved similar performance on both tasks, and there was only a slight difference in

performance between the monophonic task and the much more challenging polyphonic task.

4.6 Summary

In this chapter, a new hybrid approach for polyphonic SED called duration-controlled

LSTM was proposed, which incorporates a duration-controlled modeling technique based

on an HSMM and a frame-by-frame detection method based on a BLSTM. The proposed

duration-controlled LSTM made it possible to model the duration of each sound event ex-

plicitly and to perform sequence-by-sequence detection without the need for thresholding.

Furthermore, to reduce insertion errors which often occur under noisy conditions, a post-

processing step using an SAD network was introduced to identify segments with any kind

of sound event activity. The proposed method outperformed not only conventional methods

such as NMF and standard BLSTM, but also the best results submitted for the DCASE2016
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task2 Challenge, proving that the modeling of sound event duration is effective for poly-

phonic SED. Furthermore, combining the three BLSTM-based methods allowed further

improvements.



5 Anomalous Sound Event Detection

based on Waveform Modeling

This chapter describes a new method of anomalous sound event detection for use in public

spaces. The proposed method utilizes WaveNet, a generative model based on an autore-

gressive convolutional neural network (CNN), to model various acoustic patterns in the time

domain. When the model detects unknown acoustic patterns, they are identified as anoma-

lous sound events. WaveNet has been used in generation tasks, such as speech synthesis,

to precisely model a waveform signal and then directly generate it using random sampling.

In contrast, the proposed method uses WaveNet as a predictor rather than as a generator

to detect waveform segments that causes large prediction errors as anomalous acoustic pat-

terns. Because WaveNet is capable of modeling detailed temporal structures like the phase

of waveform signals, the proposed method is expected to detect anomalous sound events

more accurately than conventional methods based on the reconstruction errors of acoustic

features. Furthermore, to take differences in environmental situations into consideration, i-

vector is used as an additional auxiliary feature of WaveNet, which has been utilized in the

field of speaker verification. This i-vector extractor will enable discrimination of the sound

patterns, depending on the time, location, and the surrounding environment. Experimental

evaluation using a database recorded in public spaces demonstrate that the proposed method

outperforms conventional feature-based approaches, and that modeling in the time domain

in conjunction with the i-vector extractor is effective for anomalous SED.
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5.1 Introduction

In response to crime and the rising number of terrorism incidents, demands for better

public safety have been increasing all over the world. To meet these demands, video-based

monitoring systems have been developed which make it possible to automatically detect

suspicious people or objects [134, 135], as well as sound-based security systems which can

automatically detect anomalous sound events such as glass breaking [13–15]. Video-based

systems have proven to be effective, however, due to blind spots and physical, social, po-

litical and economic limits on the installation of cameras, it is difficult for these systems to

monitor an entire area. On the other hand, sound-based systems have been attracting in-

creased attention because they have no blind spots, and microphones cheaper are easier to

install than cameras. Therefore, sound-based systems can complement video-based systems

by covering camera blind spots and areas where cameras would be inappropriate, such as

public restrooms or changing rooms. Furthermore, a combination of sound-based and video-

based systems is likely to result in more intelligent monitoring systems.

The key technology behind sound-based monitoring system can be divided into two cat-

egories; supervised and unsupervised approaches. Supervised approaches use manually la-

beled data, and employ acoustic scene classification (ASC) [37,43] and acoustic event detec-

tion (AED) [51, 55, 136] methods. Here, scenes represent the environment which the audio

segments are recorded, and sound events represent sounds related to human behaviors or the

motion or contact of objects. The task of ASC is to classify long-term audio segments into

pre-defined scenes, while the task of AED is to identify the start and end times of pre-defined

sound events in order to label them. These technologies make it possible to understand an

environment and detect various types of sounds, but they require the pre-definition of all of

the possible scenes and sound events, and the collection and labeling of large amounts of this

type of sound data are difficult.
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Unsupervised approaches, on the other hand, do not require manually labeled data, so they

are less costly to develop. One unsupervised approach is change-point detection [76–78],

which compares a model of the current time with that of a previous time to calculate a

dissimilarity score, and then identifies highly dissimilar comparison results as anomalies.

However, in the case of public spaces, the sounds which can occur are highly variable and

non-stationary, and therefore, the detected change points are not always related to anoma-

lies that are of concern (e.g., the sound of the departure of the train). Another unsupervised

approach is outlier detection [79–81], which models an environment’s normal sound pat-

terns, and then detects patterns which do not correspond to the normal model identifying

them as anomalies. Note that the normal patterns are patterns which have appeared in the

training data. Typically, a Gaussian mixture model (GMM) or one-class support vector ma-

chine (SVM) with acoustic features such as Mel-frequency cepstrum coefficients (MFCCs)

is used [82, 83]. Thanks to recent advances in deep learning, neural network-based meth-

ods are now attracting attention [84–86]. These methods train an auto-encoder (AE) or a

long short-term memory recurrent neural network (LSTM-RNN) with only normal scene

data. While an AE encodes the inputs as latent features and then decodes them as the origi-

nal inputs, an LSTM-RNN predicts the next input from the previous input sequence. Using a

trained model, reconstruction errors between observations and the predictions are calculated,

and high error patterns are identified as anomalies. Although these methods have achieved

good performance, it is difficult to directly model acoustic patterns in the time domain due to

their highly non-stationary nature and their high sampling rates so they typically use feature

vectors extracted from audio signals.

In this chapter, a new method of detecting anomalous sound events in public spaces is

proposed, which utilizes WaveNet [16,137,138], a generative model based on an autoregres-

sive convolutional neural network, to directly model the various acoustic patterns occurring



90 5 Anomalous Sound Event Detection based on Waveform Modeling

in public spaces in the time domain. Based on this model, unknown acoustic patterns are

identified as anomalous sound events. WaveNet has been used in generation tasks such as

speech synthesis to precisely model a waveform signal and then directly generate it using

random sampling. The proposed method uses WaveNet as a predictor rather than as a gener-

ator, however, to detect waveform segments that cause large prediction errors as anomalous

acoustic patterns. Because WaveNet is capable of modeling the detailed temporal structures

like the phase of waveform signals, the proposed method is expected to detect anomalous

sound events more accurately than conventional methods based on the reconstruction errors

of acoustic features. Furthermore, to take differences in environmental situations into con-

sideration, i-vector is used as an additional auxiliary feature of WaveNet, which has been

utilized in the field of speaker verification. This i-vector extractor will enable discrimination

of the sound patterns, depending on the time, location, and the surrounding environment.

Experimental evaluation using a database of sounds recorded in public spaces demonstrate

that the proposed method can outperform conventional feature-based anomalous SED ap-

proaches, and that modeling in the time domain in conjunction with the use of i-vector is

effective for anomalous SED.

The rest of this chapter is organized as follows: Section 5.2 provides an overview of

WaveNet. Section 5.3 explains the basics of i-vector approach. Section 5.4 describes the

proposed anomalous SED system. Section 5.5 discusses the design of the experiment and

evaluates the performance of the proposed method. Finally, this chapter is summarized in

Section 5.6.
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5.2 Overview of WaveNet

5.2.1 WaveNet

WaveNet is an autoregressive CNN which is capable of directly generating raw audio

waveforms [16]. The joint probability of a waveform x = {x1, x2, . . . , xn−1} is factorized as a

product of conditional probabilities as follows:

p(x) =
N∏

n=1

p(xn|x1, x2, . . . , xn−1). (5.1)

WaveNet approximates the conditional probability above by canceling the effect of past sam-

ples of a finite length as follows:

WaveNet(x) ≃ p(xn|xn−R−1, xn−R, . . . , xn−1,Λ), (5.2)

where Λ is set of trainable network parameters, and R(> 0) is the number of past samples to

be taken into account, which is known as the receptive field. In order to model a waveform

directly, it is necessary to secure very large receptive fields since a waveform consists of tens

of thousands of samples. As a result, direct modeling involves huge computational costs.

To address this issue, WaveNet utilizes dilated causal convolution, the use of convolutions

with holes where the output does not depend on future samples. A visualization of a stack of

dilated causal convolution layers is shown in Fig. 5.1. This architecture can secure very large

receptive fields while also significantly reducing computational costs. Another important

feature of WaveNet is its use of quantized waveforms, which are generally quantized to 256

values using µ-law algorithm [139]. By using quantized waveforms, WaveNet can estimate

the posteriors of discrete amplitude classes instead of their continuous values. Therefore,

WaveNet is optimized using a classification task rather than a regression task, making the

training process much easier to optimize.

An overview of the structure of WaveNet is shown in Fig. 5.2(a). WaveNet consists of
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Figure 5.1: Visualization of a stack of dilated causal convolution layers [16].

many residual blocks, each residual block consists of 2 × 1 dilated causal convolutions, a

gated activation function, and 1 × 1 convolutions. Each residual block is connected to the

final output layers with a skip-connection. This residual structure makes it possible to train

a much deeper network, preventing the gradient vanishing problem [41, 124]. The gated

activation function is calculated as follows:

z = tanh
(
W f ,k ∗ x

)
⊙ σ
(
Wg,k ∗ x

)
, (5.3)

where W is a trainable convolution filter, W ∗ x represent a dilated causal convolution, ⊙

represents element-wise multiplication, σ(·) represents a sigmoid activation function, k is

the index of a residual block, f and g represent filter and gate, respectively. The term of the

sigmoid activation function works as a gate to determine whether to pass along the outputs

of the filter. The dilation is doubled for every layer up to a certain point and then repeated

(e.g. 1, 2, 4, . . . , 512, 1, 2, 4, . . . , 512).

During training, WaveNet is used as a finite impulse response (FIR) filter, i.e., it predicts

a future sample xt from observed samples xt−R−1:t−1. This technique is also known as teacher

forcing learning. WaveNet is optimized through back-propagation using the following cross-
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(a) WaveNet

(b) Conditional WaveNet

Figure 5.2: Overview of WaveNet architectures. “Causal”, “1× 1”, and “dilated” represent

causal, 1 × 1, and dilated causal convolution, respectively, “ReLU”, “Gated”, and “Soft-

max” represent rectifier linear unit, gated and Softmax activation functions, respectively.
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entropy objective function:

E(Λ) = −
N∑

n=1

Q∑
q=1

yt,q log ŷt,q (5.4)

where yn = {yn,1, yn,2, . . . , yn,Q} represents the one-hot vector of the target quantized wave-

form signal, ŷn = {ŷn,1, ŷn,2, . . . , ŷn,Q} represents the posterior of the amplitude class, t and i

represent the index of the waveform samples and their amplitude class, respectively, and Q

represents the number of quantized values.

On the other hand, during decoding WaveNet is used as an autoregressive filter, i.e., it

predicts future sample x̂t from predicted samples x̂t−R−1:t−1. WaveNet repeats this procedure

until reaching the target length to generate a waveform, however, it requires a huge amount

of time to generate a long waveform. To address this issue, a fast decoding process and

parallel WaveNet have been proposed [140, 141].

5.2.2 Conditional WaveNet

By using additional auxiliary features h, WaveNet can model conditional probability p(x|h).

Equation (5.1) can then be transformed into the following equation:

p(x|h) =
N∏

n=1

p(xn|x1, x2, . . . , xn−1,h). (5.5)

By conditioning WaveNet with auxiliary features, we can control the characteristics of the

generated samples. In original WaveNet [16], linguistic features and/or speaker codes are

conditioned to generate speech samples based on given text information while keeping spe-

cific speaker characteristics. In other studies [137, 138, 142], acoustic features such as Mel

cepstrum, F0, or log Mel-spectrogram are used as auxiliary features to make WaveNet func-

tion as a vocoder.

The architecture of conditional WaveNet is shown in Fig. 5.2(b), and Equation (5.3) is
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replaced as follows:

z = tanh
(
W f ,k ∗ x + V f ,k ∗ f (h)

)
⊙ σ
(
Wg,k ∗ x + Vg,k ∗ f (h)

)
, (5.6)

where V is a trainable convolution filter, V ∗ f (y) represents 1 × 1 convolution, and f (·) is

a function which makes the length of the auxiliary features the same as that of the input

waveform.

5.3 Overview of i-vector

5.3.1 GMM-UBM

One of the generative approaches in the field of speaker verification is Gaussian mixture

model - universal background model (GMM-UBM) [143]. A GMM-UBM, which has a rel-

atively large number of mixture components (e.g. 2,048), is trained using a large amount of

multiple speakers’ data and then maximum a prosteriori (MAP) [143] or maximum likeli-

hood linear regression (MLLR) [144] adaptation is performed using a limited amount of a

specific speaker data in order to build a speaker-dependent model. Finally, a speaker simi-

larity score is calculated based on the ratio of the likelihood of the speaker-dependent model

and that of UBM to perform an identification task.

As an extension of the GMM-UBM approach, a GMM supervector has also been pro-

posed [145]. GMM supervector M for a given audio segment u = {u1,u2, · · · ,uL} is repre-

sented as follows:

Mu =
[
m⊤u,1,m

⊤
u,2, . . . ,m

⊤
u,C

]⊤
, (5.7)

where C is the number of mixtures, and mu,c represents a mean vector of the c-th mixture of

the adapted GMM using a given audio segment u. GMM supervectors have generally been
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used as the input for discriminative models such as SVM [145], achieving better performance

compared to the GMM-UBM approach.

5.3.2 i-vector

i-vector is a fixed, low-dimensional representation of audio segments which contains in-

formation about the difference between an adapted distribution and a universal background

model (UBM) in a total variability space defined by factor analysis [33]. A visualization of

the concept of i-vector is shown in Fig. 5.3, where i-vector is represented by the low dimen-

sional representation of the two arrows, which represent the difference between the adapted

distribution and the UBM.

Using factor analysis, the GMM supervector for a given audio segment u can be written

as follows:

Mu = m + Twu, (5.8)

where m represents the UBM supervector, T is a rectangular matrix called a total variability

matrix, and w is an i-vector. First, in order to calculate the i-vector for a given audio segment

u, first and second order Baum-Welch statistics (Nu,c and Fu,c) are calculated as follows:

Nu,c =

L∑
t=1

p(c|ut) (5.9)

Fu,c =

L∑
t=1

p(c|ut)(ut −mc), (5.10)

where mc is the mean of the c-th mixture of the UBM, and p(c|ut) is a posterior of the mixture

components of the UBM, which can be calculated as follows:

p(c|ut) =
πc p(ut|mc,Σc)∑C

k=1 πk p(ut|mk,Σk)
. (5.11)
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Figure 5.3: Visualization of i-vector. i-vector is low dimensional representation of two arrows

which represent the difference between the UBM and a distribution of each given audio

segment.
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Then let us define Nu and Fu as follows:

Nu =



Nu,1ID 0 · · · 0

0 Nu,2ID
. . . 0

...
. . .

. . . 0

0 · · · 0 Nu,CID


, (5.12)

Fu =
[
F⊤u,1,F

⊤
u,2, . . . ,F

⊤
u,C

]⊤
, (5.13)

where ID is a D×D identity matrix, and D is the dimension of the representation of an audio

segment. Finally, using these terms, i-vector is calculated as follows:

wu =
(
I + T⊤Σ−1NuT

)−1
T⊤Σ−1Fu. (5.14)

Since the i-vector contains information about not only the speaker and but also the chan-

nel (e.g. recording condition), it is necessary to reduce the channel information in order

to improve speaker recognition or verification performance. To address this issue, various

dimension reduction methods have been proposed, such as within-class covariance normal-

ization (WCCN) [146] and probabilistic linear discriminant analysis (PLDA) [147, 148].

5.4 Proposed Method

5.4.1 System overview

An overview of the proposed anomalous SED system, separated into training and test

phases, is shown in Fig. 5.4. In the training phase, audio segments of 30 seconds each are

divided into 25 ms windows to calculate two acoustic features; 40-dimensional log Mel filter

banks with 96 % overlap and 13-dimensional MFCCs + ∆ + ∆∆with 40 % overlap. A GMM-

UBM with 256 mixture components is trained using the MFCCs of each segment, then total

variability matrix and covariance matrix are estimated in order to extract a 60-dimensional
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Figure 5.4: Overview of the proposed anomalous SED system.
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Figure 5.5: Time resolution adjustment procedure.

i-vector. Using the estimated matrices, i-vector is extracted for each audio segment, then log

Mel filter banks are concatenated with a replicated i-vector, and used as auxiliary features

for WaveNet. Statistics of the auxiliary features are then calculated using the training data

in order to perform global normalization, making the mean and variance of each dimension

of the features 0 and 1, respectively. The time resolution adjustment procedure (shown in

Fig. 5.5) is then performed to make the time resolution of the features the same as the wave-

form signal. The input waveform is quantized into 8 bits using the µ-law algorithm [139]

and then converted into a sequence of 256-dimensional one-hot vectors. Finally, WaveNet is

trained using the one-hot sequences of quantized waveforms and the corresponding auxiliary

features.

In the test phase, as in the training phase, auxiliary features are extracted from the input

audio segment and normalized using the statistics of the training data. The input waveform

signal is also quantized and then converted into a sequence of one-hot vectors. WaveNet then



5.4. Proposed Method 101

(a) Posterior of a known sound (b) Posterior of a unknown sound

Figure 5.6: Examples of WaveNet posteriors for known and unknown sounds.

calculates a posteriogram (a sequence of posteriors) with sequence of one-hot vectors of the

quantized waveform and the auxiliary features. Note that in the proposed method WaveNet

is used as a finite impulse response (FIR) filter in decoding, therefore, it operates much

faster than an autoregressive filter. Next, the entropy of each posterior is calculated over the

posteriogram and thresholding is performed for the sequence of entropies in order to detect

anomalies Finally, three kinds of post-processing are performed to smooth the detection

result.

The scoring and post-processing procedures are described in detail in Sections 5.4.2 and

5.4.3, respectively.

5.4.2 Scoring

To detect anomalous sound events, the uncertainty of the WaveNet prediction is focused.

Examples of the posteriors of WaveNet for known and unknown sounds are shown in Fig. 5.6.

As we can see, the shape of the posterior of a known sound is sharp while that of an unknown
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sound is flat. Hence, it is expected that we can identify unknown sounds as anomalous sound

events based on the uncertainty of the prediction.

To quantify the uncertainty of the prediction, entropy e of the posterior is calculated as

follows:

et = −
C∑

c=1

ŷt,c log2 ŷt,c. (5.15)

The entropy is calculated over the posteriogram, resulting in the entropy sequence e =

{e1, e2, . . . , eT }. Finally, thresholding for the sequence of entropies is performed using the

following threshold value:

θ = µ + βσ, (5.16)

where θ represents the threshold value, µ andσ represent the mean and the standard deviation

of the entropy sequence, respectively, and β is a hyperparameter. The value of parameter β

is decided through preliminary experiments.

An example of a sequence of entropies is shown in Fig. 5.7. We can see that entropy

increases in the section of the sequence corresponding to the unknown sound.

5.4.3 Post-processing

To smooth the detection results, three kinds of post-processing are used:

1. Apply a median filter with a predetermined filter span;

2. Fill gaps which are shorter than a predetermined length;

3. Remove events whose duration is shorter than a predetermined length.

Diagrams of each post-processing step are shown in Fig. 5.8. The parameters for post-

processing are decided through preliminary experiments.
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Figure 5.7: Example of a sequence of entropies and their threshold values (top) and the

corresponding binarized detection results (bottom).

5.5 Experimental Evaluation

5.5.1 Experimental conditions

The proposed anomalous SED method was evaluated using two-weeks of audio data

recorded at a subway station. Data from the first week was used as training data, and the

rest of the data was used as evaluation data. The continuous audio data was divided into

30-second segments and anomalous sounds were added to each piece of evaluation data.

The added anomalous sounds included the sound of glass breaking, various types of human

screams, and human growling, which were selected from the Sound Ideas Series 6000 Gen-

eral Sound Effects Library [149]. Each sound was added at random temporal positions with

three signal-to-noise ratios (SNRs): 0 dB, 10 dB, and 20 dB. Evaluations were conducted

under two regimes; using an event-based metric (onset only), and using a segment-based
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(a) Apply a median filter

(b) Fill gaps

(c) Remove short duration events

Figure 5.8: Diagram of each post-processing step.
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evaluation metric, where the F1-score was used as the evaluation criteria [132].

The performance of the proposed method was compared to the following methods:

• Auto-encoder (AE),

• Auto-regressive LSTM (AR-LSTM),

• Bidirectional LSTM auto-encoder (BLSTM-AE),

• WaveNet without i-vector (WAVENET W/O I-VEC).

Each of top three networks consisted of 3 hidden layers with 256 hidden units, and the

inputs were 40-dimensional log Mel filter bank features, which were extracted with a 25 ms

window and a 10 ms shift. All of these networks were optimized using Adam [106] under

the objective function based on mean squared error. Thresholding and post-processing were

the same as the proposed method. All of the networks were trained using the open source

toolkit Keras [150] and TensorFlow [133] with a single GPU (Nvidia GTX 1080Ti). The

extraction of i-vectors was performed using Kaldi [151].

5.5.2 Experimental results

The experimental results are shown in Fig. 5.9, where EB and SB represent event-based

and segment-based metrics, respectively. First, we will compare the performance of the pro-

posed WaveNet-based methods with that of conventional, feature-based methods. Based on

the results shown in Fig. 5.9, the proposed WaveNet-based methods outperformed conven-

tional methods for both event-based and segment-based metrics, confirming its effectiveness.

Thus, it is implied that modeling in the time domain, which captures the temporal structure

of sound, is effective for anomalous SED.



106 5 Anomalous Sound Event Detection based on Waveform Modeling

Figure 5.9: Experimental results. EB and SB represent event-based and segment-based met-

rics, respectively.
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Figure 5.10: Experimental results for each sound class and each SNR condition. SB repre-

sents segment-based metric. GLASS, SCREAM, and GROWL represent the sound of glass

breaking, various types of human screaming, and human growling, respectively.

Next, we compare performance between WaveNet with and without i-vector. The ex-

perimental results show that the proposed method (WaveNet with i-vector) outperforms the

model without i-vector for both event-based and segment-based metrics. Thus, we can con-

firm that the use of i-vector, which represents environmental context, is effective for anoma-

lous SED. It is also implied that the use of i-vector makes it possible to take into account

differences in the meaning of sounds, depending on the environment in which they occur.

Finally, we focus on the difference in performance under each sound class and each SNR

condition. The class-wise performance of the proposed method for each SNR condition is

shown in Fig. 5.10. These results show that performance improved under higher SNR condi-

tions, especially in the case of the sound of growling. This is because the power distribution
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(a) Detection of screaming (b) Detection of glass breaking

Figure 5.11: Examples of detection results.

in the frequency domain of growling largely overlapped with that of the chatting recorded

in the training data. The reason why the proposed method achieved good performance for

the sound of glass breaking, even under low SNR conditions is that, in contrast, it did not

resemble any the sounds in the training data. The proposed method decides the hyperpa-

rameter β globally in Equation (5.16), however, the results suggest that the best value of β

depends on types of anomalous sound events and environmental situations which are likely

to be encountered. Therefore, if the anomalous SED method can dynamically adjust the hy-

perparameters for thresholding, it is likely that we could improve its performance, so this is

an issue to be addressed in the future work.

Examples of the detection results are shown in Fig. 5.11. We can see that the proposed

method can detect anomalous sound events even if they are difficult to distinguish in a spec-

trogram, and that it also can ignore similar patterns such as the footsteps of a woman wearing

high heels.
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5.6 Summary

In this chapter, a new anomalous SED method was proposed which utilizes WaveNet to

directly model various acoustic patterns in the time domain. The proposed method uses

WaveNet as a predictor, rather than as a generator, to detect waveform segments that cause

large prediction errors as anomalous acoustic patterns. Because WaveNet is capable of mod-

eling detailed temporal structures such as the phase information of the waveform signals,

the proposed method can detect anomalous sound events more accurately than conventional

methods which are based on the reconstruction errors of acoustic features. Furthermore, in

order to take differences in environmental situations into consideration, i-vector was used as

an additional auxiliary feature of WaveNet. This i-vector extractor allowed to discriminate

sound patterns depending on the time, location, and surrounding environments. Experimen-

tal evaluation with a database recorded in public spaces showed that the proposed method

outperformed conventional feature-based approaches, and that modeling in the time domain

in conjunction with the i-vector extractor was effective for anomalous SED.





6 Relationship with Real World Data

Circulation

The concept of real-world data circulation (RWDC) is the transfer of data from its acquisi-

tion to its analysis, and in turn, to its implementation, which is a key process for the success

of a commercial application. This chapter introduces the concept of RWDC and discusses

each work in terms of RWDC. This chapter also describes that how the developed tool for

human activity recognition can be used to foster RWDC, how the analysis of data during

research on polyphonic SED inspires a new method based on duration modeling, and how

outputs from the research on anomalous SED can be used to improve the performance of

polyphonic SED systems.

6.1 Introduction

For the success of a commercial application, real-world data must be collected and be

utilized continuously. This process includes feedback from end users along with the analysis

and application of that data for new products and services. This process of circulating data

from acquisition, to analysis, and to implementation is known as real-world data circulation

(RWDC) [17].

The concept of RWDC is shown in Fig. 6.1. In the acquisition phase, various phenomena

in the real world are observed and this information is extracted as digital data. In the anal-

ysis phase, the acquired data is processed using information technologies such as machine
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Figure 6.1: Concept of real-world data circulation. The acquisition phase represents the ex-

traction of real-world digital data through the observation of various phenomena in the real

world. The analysis phase represents the processing of the acquired data in order to create

an overview or understanding of real-world phenomena using information technologies such

as machine learning techniques. The implementation phase represents the incorporation of

the knowledge acquired from the analyzed results into new services or products.
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learning techniques, and trends or associations are discovered which provide an overview of

the phenomena being investigated. In the implementation phase, new services or products

are created based on the results of analysis. By repeating this process of data circulation, we

are able to feed the demands of end users back into the manufacturing process, resulting in

the creation of a new social value.

In this chapter, each work in this thesis is discussed in terms of RWDC. Section 6.2 ex-

plains how the developed tools for human activity recognition can be used to foster RWDC.

Section 6.3 describes how the analysis of data during research on polyphonic sound event

detection (SED) inspires a new method for SED based on duration modeling. Section 6.4

explains how the output from the research on anomalous SED can be used to improve the per-

formance of polyphonic SED systems, demonstrating the application of discovered knowl-

edge to another process. Finally, this chapter is summarized in Section 6.5.

6.2 Human Activity Recognition based on DNN Using Multi-

modal Signals

The work in the area of human activity recognition focused on the development of a

method of realizing the process loop shown in Fig. 6.2. In this cycle, it is assumed that

intellectual and physical activities result in experiences, such as the discovery of new knowl-

edge or a sense of accomplishment. These experiences enhance people’s abilities, expanding

the range of activities open to them. Repeating this cycle continuously makes it possible

for us to develop ourselves and improve our quality of life. In order to help people to keep

repeating this cycle, it is necessary to monitor them and to understand their activities and

experiences. To achieve this, a life-logging system was developed which can automatically

record human activity, from simple movements such as walking to complex tasks such as
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Figure 6.2: Targeted cycle including human activity recognition. Activities yield experiences,

such as the discovery of new knowledge or a sense of accomplishment. These experiences

enhance people’s abilities, expanding the range of activities that can be attempted.
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cooking. There are two important points to be considered when developing such applica-

tions; the first is the usability of the system, and the second is the range of recognizable

activities under realistic conditions. To address the first point, a smartphone-based recording

system was used to collect data, and this system does not require a large number of sensors

and is easy to use. To address the second point, a large database of human activity consisting

of multi-modal signals recorded under realistic conditions, called the Nagoya-COI daily ac-

tivity database, was created, and two deep neural network (DNN)-based fusion methods that

use multi-modal signals to recognize complex human activities were proposed. Furthermore,

speaker adaptation techniques were introduced to address the problem of model individual-

ity, which results in degradation in performance when a model constructed for a particular

subject is used to classify the activities of another individual. Experimental results using

the constructed database demonstrated that the use of multi-modal signals is effective, and

that speaker adaptation techniques can improve activity recognition performance, especially

when using only a limited amount of training data. Moreover, a human activity visualization

tool was developed, and is shown in Fig. 6.3. In Fig. 6.3, the right side represents the results

of activity recognition, and the left side displays the recorded signals, while the center shows

the monitored video and the geographic location of the smartphone user. This visualization

tool can be used to facilitate RWDC as it occurs in actual human lives.

6.3 Polyphonic SED based on Duration Modeling

In order to realize practical applications, characteristics of acquired data need to be ana-

lyzed in detail and a method based on these characteristics will need to be developed. The

work for SED is a good illustration of the analysis phase of RWDC. In this work, modeling

the duration of sound events was the main focus. To do this, a new hybrid approach using

duration-controlled long short-term memory (LSTM) was proposed, which builds upon a
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Figure 6.3: Human activity visualization tool. On the right, the results of activity recognition

are shown. On the left, the recorded signals are displayed. A monitored video is shown at

the top center, and the location of the subject with the smartphone is indicated on the map in

the center.
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state-of-the-art SED method that performs frame-by-frame detection using a bidirectional

LSTM recurrent neural network (BLSTM) by incorporating a duration-controlled model-

ing technique based on a hidden Markov model (HMM) or a hidden semi-Markov model

(HSMM). The proposed approach made it possible to model the duration of each sound event

precisely and to perform sequence-by-sequence detection without any need for thresholding.

Furthermore, to effectively reduce insertion errors which often occur under noisy conditions,

a post-processing step based binary masks on was also introduced, which relies on a sound

activity detection (SAD) network to identify segments with an arbitrary sound event activity.

Experimental evaluation with the DCASE2016 task2 dataset [4] demonstrated that the pro-

posed method outperformed conventional polyphonic SED methods, proving that modeling

of sound event duration is effective for polyphonic SED. This work therefore resulted in the

successful development of a new method of polyphonic SED through the analysis of data

acquired from the real world.

6.4 Anomalous SED based on Waveform Modeling

To realize practical applications using machine learning techniques, it is necessary to con-

sider how to collect and annotate date. In the case of SED, these annotations include the start

and the end timestamps of each sound event and the label for them. However, since sound

events include a wide range of sounds that vary greatly in their acoustic characteristics, dura-

tion, and volume, the data is difficult to annotate accurately, even for humans. To address this

issue, a new SED method that operates in an unsupervised manner was proposed, making it

possible to detect novel sound events that do not appear in training data. The normal acoustic

patterns occurring in public spaces in the time domain were modeled using WaveNet, which

is a generative model based on an autoregressive convolutional neural network (CNN). The

proposed method uses WaveNet as a predictor rather than as a generator to detect the wave-
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form segments responsible for the large prediction errors as novel acoustic patterns. Since

the novel detected patterns were not included in the training data, they could be used to train

standard SED systems to improve their performance. Therefore, a data circulation process

involving data acquisition, analysis, and theoretical implementation was realized by combin-

ing the proposed method with other SED systems.

6.5 Summary

This chapter discussed the relation of each work in this thesis research to RWDC. Through

the work on human activity recognition based on DNN using multi-modal signals, data circu-

lation intended to enhance the quality of life was described. Then, in the work on polyphonic

SED based on duration modeling, a new method of SED was successfully developed by an-

alyzing the characteristics of the acquired data. Finally, in the work on anomalous SED

based on waveform modeling, the cycle of data acquisition, analysis and implementation

was demonstrated by applying the output of the proposed anomalous SED method in order

to improve performance.



7 Conclusions

7.1 Summary of the Thesis

Sound event detection (SED), which is the task to detect the beginning and the end times

of sound events and to label them, has great potential for various applications. SED is a

challenging task since sound events include a wide range of phenomena, which vary widely

in their acoustic characteristics, duration, and volume. Though recent advances in machine

learning techniques have improved the performance of SED systems, various problems re-

main to be solved.

This thesis addressed the following three problems. The first is how to combine different

types of signals to extend the range of detectable sound events. The second is how to model

the duration of sound events to improve polyphonic SED performance. And the third is how

to model normal environments in order to improve anomalous SED performance.

Chapter 2 provided an overview of the field of environmental sound understanding and its

applications. Four major tasks that researchers have focused on in the field of environmental

sound understanding were introduced, and various techniques that have been used to perform

each task were also reviewed.

In Chapter 3, toward the development of smartphone-based monitoring system for life log-

ging, two neural network-based fusion methods with multi-modal signals were proposed and

then a large-scale human activity database was created for testing. This database includes

over 1,400 hours of data including both outdoor and indoor daily activities recorded by 19
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subjects in practical situations. Furthermore, speaker adaptation techniques in the field of

automatic speech recognition (ASR) were introduced to address the problem of model indi-

viduality. Experimental results using the constructed database showed that the use of multi-

modal data including environmental sound and acceleration signals with neural networks is

effective, and that adaptation methods improved performance, especially when using only a

limited amount of subject-specific training data.

In Chapter 4, a new hybrid approach for polyphonic SED called duration-controlled long

short-term memory (LSTM) was proposed, which incorporates a duration-controlled mod-

eling technique based on a hidden semi-Markov model (HSMM) and a frame-by-frame de-

tection method based on a bidirectional LSTM (BLSTM). The proposed duration-controlled

LSTM made it possible to model the duration of each sound event explicitly and to perform

sequence-by-sequence detection without any need for thresholding. Furthermore, to reduce

insertion errors that tend to often occur under noisy conditions, post-processing step using

a sound activity detection (SAD) network was also used to identify segments with any kind

of sound event activity. The proposed method outperformed the best results submitted for

the DCASE2016 task2 challenge, proving that modeling sound event duration is effective for

polyphonic SED. Furthermore, combining the three BLSTM-based methods allowed further

improvements.

In Chapter 5, a new anomalous SED method that uses WaveNet was proposed to directly

model various acoustic patterns in the time domain. The proposed method used WaveNet

as a predictor rather than as a generator to detect waveform segments that cause large pre-

diction errors as anomalous acoustic patterns. Because WaveNet is capable of modeling

detailed temporal structures, such as the phase information of the waveform signals, the pro-

posed method can detect anomalous sound events more accurately than conventional meth-

ods based on reconstruction errors of acoustic features. Furthermore, to consider differences
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in environmental situations, i-vector was used as an additional auxiliary feature of WaveNet.

The i-vector extractor allowed to discriminate sound patterns, depending on the time, loca-

tion, and surrounding environment. Experimental evaluation using a database recorded in

public spaces showed that the proposed method outperformed conventional feature-based

approaches, and that modeling in the time domain in conjunction with the i-vectors extractor

is effective for anomalous SED.

Chapter 6 introduced the concept and importance of real world data circulation (RWDC),

which is a key for the success of a commercial application. Furthermore, each work in this

thesis was discussed in terms of RWDC. This chapter also described that how the developed

tool for human activity recognition could be used to foster RWDC, how the analysis of data

during research on polyphonic SED inspired a new method based on duration modeling, and

how outputs from the research on anomalous SED could be used to improve the performance

of polyphonic SED systems.

7.2 Future Work

Although the proposed methods have improved the performance of SED systems, a num-

ber of challenges still remain.

Investigation of the effect of recording conditions: In the field of ASR, performance de-

grades significantly in recording environments that include background noise and re-

verberation. However, in the research described above, the performance of the pro-

posed methods under different recording conditions was not investigated. To apply the

proposed techniques in practical applications, the proposed methods will be needed to

be tested with data collected under a range for recording conditions.

Further extension of the range of detectable events: Chapter 3 described how the system
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extends the range of detectable events with multi-modal signals. However, all of the

detectable events were indoor activities. To make life-logging systems more useful,

the proposed method will need to detect outdoor activities as well. To address this

issue, the use of additional types of signals should be considered.

Utilization of multi-channel information: Recent improvements in recording equipment

have made it easy to record multi-channel signals that contain a variety of useful in-

formation like the direction of arrival. Various front-end processing techniques using

multi-channel information have been proposed which enhance or separate target sig-

nals from a mixture of signals [152–154]. These techniques should be considered to

improve the performance of the proposed methods under noisy conditions.

End-to-end processing: The effectiveness of the proposed SED systems was demonstrated,

however, these approaches consist of several modules and steps, and each module

needs to be optimized to achieve good performance. In the fields of ASR and text-

to-speech (TTS), end-to-end models that can complete all processing within a single

neural network allow the jointly optimization of the entire system, achieving superior

performance [138, 155–158]. Therefore, the performance of the SED systems can be

further improved by replacing each module with a neural network that can then be

integrated into a single neural network.

Utilization of ontology information: One of the problems faced by current SED systems is

the varying granularity of sound-event labels. In the case of ASR or TTS, for example,

the minimum unit of target labeling is predefined (e.g., a phoneme or a character), and

all the target labels can be decomposed into subsets of that unit. SED target labels

have no minimum unit, however, so labels with different granularities must serve as

the targets. Ontology information, i.e., information about the relationships among
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the labels, may be useful for addressing this issue. In the field of object detection,

hierarchical classification using ontology information has been proposed [159], which

allows classifiers to deal with labels with varied granularities. More research is needed

about utilizing ontology information to improve the performance of SED systems.
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